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Introduction 
 

In this thesis I will examine the economics around clusters. Clusters are agglomerates 

of firms related to each other by the sector in which they operate. They form a unique 

agglomeration capable of gaining a competitive advantage with respect to firms 

outside the cluster. This is the reason why they are present in the evolutionary 

policies conducted by the governments of today.  

In the first chapter I will go through the theory around clusters. A cluster theory was 

elaborated by many economists, starting from Marshall in 1800. However we could go 

back to the first agglomerates of rural cities to see why working together with people 

with your same task might be an advantage. In going through its main benefits, 

counter effects and drivers I will use the work of the author who re-elaborated the 

whole set of the cluster theory: Michael J. Porter. 

In the second chapter I will elaborate my hypothesis, explaining that the evolution of 

modern clusters is to specialize to a specific layer of the chain. In doing this I will take 

into account the ICT sector, and explain why the sector is fitted to host specialized 

clusters. 

The third chapter will find evidence that a public intervention is admitted in the 

economics of clusters. After explaining the point of view of Hefner, I will add the 

example of a European intervention on its ICT clusters (EIPE). 

Finally, I will report the instance of one of the main centers of innovation that has 

started its clustering path in 1980: the Bangalore ICT cluster. In analyzing it I found 

proof that justifies the theory of the first chapter, in particular the life cycle of a cluster. 
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1. Theoretical Framework 

Aggregates of industries were found to be productive by economists, who studied 

their dynamics with the intent to extrapolate a tool that could help future economic 

growth. Michael E. Porter took the previous economic theories on clusters and gave a 

proper definition of them which could contain the outcomes of the previous studies. 

He defined clusters as “geographic interconnected companies and institutions in a 

particular field” (Porter, 1998). In Japan the word Keiretsu is used to describe 

clusters. The word is formed by the fusion of two words, which in english are 

representative of “system” and “row”(Fast Company, 2014). The japanese culture 

uses this word to explain a common economic phenomenon of their society: 

agglomerates of firms of the same sector, which enter in horizontal or vertical 

collaborations to compete globally (Grabowiecki J. 2006, 03). 

In this first chapter I will go through the main features of the cluster phenomenon.  

 

1.1 Marshall (a neoclassical view) 

Alfred Marshall already caught in 1890 the main and intangible feature of economic 

clusters: the strong force which rises in between firms of the same sector located in 

the cluster environment. Although he was not precise in its definition, he was sure of 

its presence because its effects were foreseeable: “The mysteries of the trade 

become no mysteries, but are as it were in the air”. Furthermore, the economist 

elaborates a precise formula with which the cluster moves. Having said the intangible 

components of the cluster formula the author also adds a fundamental underlying 

condition with which the firms work when they locate in a region: the factors of 

production. Due to their visibility, the inputs of production were the first condition for 

which a government and investors could seek for in analysing a cluster. This gave to 

a region a greater opportunity for external investment. 

The growth rate of the cluster was strictly linked to the extent to which the region was 

depending on the cluster. Hence, specificity was the core operator of the formula, 
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which allowed  the cluster to canalize the resources towards one sector and increase 

productivity. 

Marshall’s study of the agglomerated industries added another dimension to the 

theory. He analyzed the demand side of the agglomerates and explained how closely-

located retail stores could attract the demand for a product. The main suppliers of a 

product should co-locate their customer reach. This approach will be then abandoned 

with the advent of modern communication and transportation systems. However retail 

based industries such as the food industry, still find it profitable to co-locate. If we use 

a cause-effect analysis this approach might not make sense. In fact, nowadays, 

metropolises are attracting the supply side to locate their retail stores where they 

have the greatest visibility and not viceversa. In the world of today the final 

consumers demand and shape the whole marketing concept. We can understand 

how Marshall, in his days, could not find this reasoning realistic (Bergman). 

Back in the days agglomerates were thought to be actionable in any region that could 

satisfy the above needs. If the factors of production were present, any government 

was thought to be able to build up a cluster through financing and reorganization of 

the regional industry structure. Local institutions needed to analyze carefully the 

situation of the existing firms and especially the resources. The mobility of resources 

was not as high as today. A specialized cluster was not even imaginable far from the 

inputs and the other players along the value chain.  

To conclude the section, we can delineate two main points that summarize how the 

‘Marshallian’ cluster differs from the current theory: 

● Clusters needed to have the whole value chain in it or around it. 

● The demand was local, and for this reason it was affecting the cluster 

performance. 

 

1.2 Porterian View 

Porter himself strongly believed in clusters as the main drivers of our global economy. 

However he encountered a paradox in his study of clusters: “the enduring competitive 

advantages in a global economy lie increasingly in local things”. The local economy 
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was driving the national aggregate economy. Due to this reason he strongly 

supported the power of interconnections between firms in the same region. They are 

strong relationships between the players of each layer or between players at different 

layers, which are vertically collaborating with the whole chain in order to create 

complementary products or services that can compete globally. 

Porter elaborated a vectorial system with 4 different forces moving the cluster, which 

he called the “diamond”. The system is composed of four main points which are 

occupying the angles of the diamond: 

 

1. Demand characteristics of the region in which the cluster locates 

2. Availability and level of inputs of production which can be found in or from the 

industry 

3. nature and intensity of the local competition 

4. intangible assets and information flows which are moving vertically along the 

supply chain of the industry. 

 

The diamond is really close to Marshall’s previous interpretation of agglomerates, but 

what comes out of this diamond is Porter’s view on clusters, as economic drivers of 

competitive advantage. It is the aim of the players of the global economy, to compete 

and beat the competitor in the market share race. Todays technologies are well 

developed and they are satisfying human needs close to perfection. It is hard to enter 

in a market with an innovative product and enlarge the market. It is for this reason 

that the congested global market is nowadays more competitive than ever. Another 

reason is given by the globalization effects, which are enabling firms to compete 

globally and therefore cutting the market boundaries beyond national territories 

(Bergman). 

The author thinks that the main contribution that clusters give to the microeconomics 

of the area is given through competition. Through this mean, clusters avoid firms from 

fronting each other, rather, they direct the competition towards the world market in a 

unique and shared objective. Therefore firms in clusters will compete for the same 

goal, establishing a healthy competition, which, in turn will yield:  
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● a greater level of productivity 

● higher “pace of innovation” 

● higher rate of business formation. 

1.2.1 Productivity 

A greater level of productivity can be explained by going through the cluster forces 

listed above. As we explained, a higher local interaction will lead to greater 

cooperation between firms along the industry vertical chain and also along the 

horizontal chain. This will create a pool of expert labor force from which every 

member of the cluster can benefit. Consequently, every supplier will be reachable, 

before outsourcing to other areas. This loop will make sure that firms will continue to 

give business to each other and still not disperse their forces. This will strive in a 

global wide reputation built on this auto-fostering process. 

In theory, the first benefit that economists saw from clusters was given by the 

reduction of transportation costs, including timing. This tangible reduction of costs is 

dependent to the sector and to its dynamics. As we go further in our study, we will 

learn how distance is decreasing in its importance. This discussion can still be made 

in manufacturing sectors where firms base themselves next to their suppliers to avoid 

high shipping rates and long supply timing. Finally, what distinguishes a cluster from a 

normal industry is its ability to transform the relationship along the vertical chain to an 

organization-like relationship, where firms in different layers of the chain would be 

treated as different departments. 

1.2.2 Innovation 

What then drives innovation is this continuous flux of information that goes around the 

managers and employees of the cluster. The workforce lives in close connections 

between each other and have no choice but to incorporate the highest level of 

information available, due to what Porter calls a “constant comparison”. Therefore, 

every player will be able to imitate and play at the same level (or almost, depending 

on the industry) of the others, independently of its share of the market.. 
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Porter does not make any difference on the types of innovation that the knowledge 

sharing dynamics could bring (product or process), however, regardless of its type, 

any innovation coming from such a dynamic center of information is, on average, 

going to be a radical innovation. A radical innovation is the commercialization of a 

disruptive invention, which, without any previous roots, will oppositely shift the 

direction of the strategies of the company and use new resources. As we will see later 

in the thesis, when an environment has such a disruptive (Schumpeter’s Creative 

Destruction, Aghion, 1992) innovative forces, the only firms which can survive are the 

ones who are extremely flexible, with almost no roots (Kuah 2002). 

1.2.3 New Business Formation 

An enormous part of the studies about modern agglomeration of firms has proven that 

clusters are fostering new business formation. Porter finds the causes of this constant 

formation process. First of all, it is defined by the theory of the second best that 

opportunities are easily recognisable in competitors and followers can look at them, 

imitate them and exploit opportunities that come from what competitors were missing; 

it can be said then that in such closely tied agglomerates of firms opportunities can be 

perceived by all of the players and not only, but also to the outside world, which sees 

the cluster as a readily available pool of labor and skills that can be exploited with a 

lower amount of risk with respect to the external market. Firms will then find it 

profitable to enter the cluster through relocation of one of its departments or by 

locating a new start up in the cluster. The cluster dynamics will either foster a rapid 

period of growth of the firm, or expel the firm that was not able to adapt to the high 

mobility and dynamics of the cluster. A new entrant should be able either to innovate 

or to be flexible enough to adapt. As we will see small and horizontal structured firms 

are the most flexible ones and as such also the ones who are most likely to be found 

in a cluster. 
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1.3 Cluster Formation 

As we will see later in the ‘Public Policy’ chapter clusters cannot be created from 

scratch. Governments and economists are nowadays examining cluster formation, 

without any clear results of the rooting process. At least, if any exhaustive study has 

been made on agglomerates and it has been extrapolated the real cause of 

clustering, the latter cannot be replicated by local institutions in any other area with 

the same ingredients. If the analysis of formation seems to come to an end, we 

should remember that clusters are formed by firms, which are formed by individuals, 

who are humanly taking irrational decisions, committing mistakes to learn from and 

innovating, a process where rational behaviors are not even imaginable. 

The fact that theorists think that clusters are not replicable does not mean we cannot 

foster and sustain them. To do this we need to understand from what sources they 

may come to exist. 

1.3.1 From Needs 

The first source could be embedded in the needs of a region. A cluster that comes 

from a region’s demand of producing a product or delivering a service in order to 

satisfy the needs of its surrounding population. This demographic effect is only a 

starting cause, from which the agglomerate will need to prove to own the full set of 

characteristics that a cluster has. When an entrepreneur sees an opportunity, it will 

become an innovation only if the entrepreneur will be able to build an organization 

that can effectively satisfy those needs and adapt to the external environment. When 

we reason with a group of companies the external environment becomes crucial to 

the life of what might come to be a cluster. To summarize, if the an industry comes 

from the needs that a region’s demand side is experiencing it will become a cluster if 

the supply side will be able to satisfy the demand side and so creating a unique 

process that constantly leads to a competitive advantage with respect to other 

regions’ industries. For example, the Silicon Valley hosts on of the biggest clusters 

active in the world today, and the causes that generated such an economical 

phenomenon are the perfect application of our theoretical causes. The Californian 

region was demographically more spread than the eastern region. Due to the fact that 
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new cities and areas were spreading all over the region, a problem arose: the inner 

land cities weren’t able to generate the electricity that the coastal cities were 

generating from water sources. Hence the engineers of the area grouped under the 

leadership of Harris Ryan (an eastern educated engineer who was working for the 

Electrical Engineering Department at Stanford University) to solve the problem. The 

laboratory was able to manage the creation of the longest infrastructure for the 

transmission of electrical energy ever built in the United States. This need started one 

of the key collaborations of the area, which generated one of the first generations of 

electrical engineers in 1900 (Rao, 2011). 

1.3.2 From Expertise 

The cluster that comes from the expertise of the pool of labor of the region is the one 

that develops after years of activity of the region’s firms. In this case the process 

starts from a prolonged supply of a specific asset or product per years, which 

integrates in the tradition of the region and finally culminates with the vertical 

downward integration of suppliers to deliver the final product to the world. We will see 

later on that this is the main driver of the clusters that are active today. Its firms’ 

culture differentiates clusters from usual industries because of their firms’ specific 

capabilities. With the years firms and employees will have a high turnover, because of 

the low entry and exit barriers of clusters. However, the tacit knowledge (processes, 

techniques and other capabilities) created by the employees will be kept in the cluster 

because of the clusters’ nature to create a high level of knowledge-sharing activity, 

which in turn enables the information to stay in the cluster for prolonged terms, until 

the businesses will be able to operate. Furthermore, if the core competences that the 

businesses of the cluster have developed are rooted in the culture of the region, they 

will be able to be a common source of expertise for every new firm of the region. In 

this way the high turnover of the businesses will not affect the region’s competitive 

advantage with respect to the global market. Consequently, we can state that a 

cluster that comes from a core competence, that is intrinsic in a region, will be a long 

lasting cluster. Another time, it is in the Silicon Valley that we find the most clear 

example of how the culture of a region can become a driver of innovativeness. Before 

the characteristics of semiconductors were even discovered, the Californian region 
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started to host wealthy entrepreneurs, who brought their fortunes to the new area 

thanks to the new railroad infrastructure. It is not a case that Leland Stanford was the 

owner of the Southern Pacific Railroad. He created the University of Stanford in 1891, 

to give to the region the possibilities to compete with the eastern areas. It was the 

long sight of this entrepreneur and of others like James Lick (who built the Lick 

Observatory) which directed the area towards an IT specialization. When the 

University of Stanford was built, Berkeley was already in place, but it was the 

investment in personnel of the former to bring the area to the leading position of 

today. The potential of the region’s human capital proved itself soon enough. When 

the first radio transmission was created by Guglielmo Marconi in 1897, engineers 

from all over the world tried to make the invention an innovation by amplifying the 

signal and making it usable by the population. Lee DeForest, relocated in San 

Francisco, was able to apply the first signal amplifier, broadcasting from coast to 

coast. At the same time, Cyril Elwell founded a telephone company, which was then 

able to use DeForest’s invention as repeaters in between the west and the east coast, 

to allow for the first telephone company, FTC, to operate. The patent was then sold to 

Graham Bell, which was the founder of one of todays biggest mobile operators: 

AT&T. I wanted to use this brief history excursus to prove how a capability can remain 

rooted for hundreds of years in a region, which experienced a continuous innovative 

capability in the IT sector (Rao, 2010). 

1.3.3 From a Leader 

Clusters commonly arise from a leader firm. Adrian T. H. Kuah states that most of the 

first starters of the innovative activity in the cluster come from a parent company. The 

latter is able to build the roots of the cluster, the initial information from which new 

entrepreneurs will start from, to create new information (Kuah, 2002). When start-ups 

become established firms, they tend to create spillover enterprises, which leak from 

the innovative potential inside the leader firm, the one who can compete globally, the 

one who sparked the cluster. It is then possible for these new firms to deviate from 

the initial innovation and radically surpass the established one with more flexibility 

and higher risk taking possibilities. It is obvious that this determined path is not the 

only one, but we can say that it is peculiar to the ICT sector, where elasticity and 
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quickness are fundamental features for a business. Every agglomerate is fulfilled by 

its employees, whose habits characterize the features of the agglomerate. Leader 

firms in clusters allow for the prospicious growth of their own employees, which are 

left space and time to undertake projects coming from personal intuitions. If the 

employee will not be able to undertake its project in the firm, for legal, financial or 

organizational culture issues, he could decide to externalize it, creating the so called 

Spin-off. This is a term used to explain the startups created by former employees of 

leading companies. These employees are able to use the expertise and 

innovativeness of the leading firm and recreate its dynamics applied to a new product 

or service. Spin-offs were one of the driving forces which populated the Silicon Valley 

area with thousands of startups year by year. The US was a fertile land in which new 

start up firms could have been created. In fact, the US market is characterized by low 

entry and exit barriers, which allow for a high turnover of firms in the cluster. This 

leads to a system which relies on a simple reasoning: failure is king. When firms are 

‘allowed’ to fail and try many and many times, people will rather try and learn by 

failure if their idea was indeed unactionable. This practical system is nowadays 

intrinsic in the American culture, which fosters the greatest percentage of startup 

firms in the world. If we go back to its origins we see that even the first semiconductor 

company, Fairchild Semiconductor, was founded by 8 engineers who decided to quit 

their work to engage in something of their own: “The Fairchild Eight” 
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Figure 1 

 
Gordon Moore, C. Sheldon Roberts, Eugene Kleiner, Robert Noyce, Victor Grinich, Julius Blank, Jean Hoerni and Jay Last. 
 

With all their expertise they were able to found the basis of the production of the first 

marketable circuits. When they started the innovative semiconductor company, they 

could not imagine how far their efforts would have been heard in the IT history. 

Around 400 companies are proven to have roots in the Fairchild Semiconductors 

company. Not only from the company’s product, which enabled the creation of the 

computer industry, but it is also from its 8 starting engineers that spin offs flourished 

as soon as they undertook new business experiences. Two of them, Robert Noyce 

and Gordon Moore, decided to leave the company to found a new start up, Intel 

Corporation, the one that today leads the chip-manufacturing sector (Marketwatch, 

2011). 

1.3.4 Firms translation or firms creation? (Porter V.S. Zhang) 

Along with the cluster formation we need to consider also, in a second step, the 

translation of firms to the cluster.  
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Porter’s view supports the theory among which firms and entrepreneurs (before 

formation) decide where to locate for one main reason: to gain a competitive 

advantage from this choice. The competitive advantage can come from many 

different factors. The main drivers are inputs which could represent a disadvantage, if 

far from the organization. By far we do not only mean geographical distance, but also 

access to key resources. Firms can then decide to locate in a cluster or next to a firm 

with good reputation in order to play the “second best” and compete as an insider with 

the benefit of receiving its information from many sources related to the proximity of 

the plants. When it comes to ICT firms an insider participation is crucial to receive 

information from the surrounding firms. When firms locate in clusters they also gain in 

visibility from the outside world. In fact, reputation plays a key role in bringing 

investment to the cluster, usually from multinational companies. Here Porter brings 

the example of the giant Nestlè, which reallocated its confectionary business because 

the new-acquired Rowntree Mackintosh was located there, where a food cluster 

vibrates. 

Zhang view is far from Porter’s one. He claims the opposite to be true, he quotes 

Cooper and Folta, 2000: “evidence suggest that entrepreneurs rarely move when they 

establish high tech start-ups”. It is all in the hands of the first player, the entrepreneur, 

who innovates and establishes the leader firm, from which many other inventors will 

try to imitate the unique art of entrepreneurship. He believes in path dependency, the 

phenomenon from which spinoffs are created from the leader firm. These knowledge 

based spillovers create a form of culture of entrepreneurship and lower to the 

minimum the risks of starting a business or, at least, increase the opportunity visibility 

for firms in the cluster (Zhang, 2003). 

 

1.4 Cluster and Entrepreneurship 

Also the opposite is true, entrepreneurs establishing startups are perfectly fitted to 

work within clusters. They are able to satisfy the rapid environment of modern 

clusters, which are constantly changing, and consequently require the maximum 

flexibility of its participants. Entrepreneurs start new and small firms, which are risking 



18 
 

their way to the top with new and non-affirmed ideas, which can be easily adapted to 

changing circumstances, as no structured production chain still relies on it. Delgado, 

in its Clusters and Entrepreneurship goes forward into the matter by looking at the 

consequence of this reasoning: entrepreneurs are more flexible to new opportunities 

with respect to incumbent firms. Moreover, he explains their perfect fit with the natural 

dynamicity of startups. When new and innovative startups try to enter the market they 

do not need any high barrier to entry. The cluster makes sure firms are able to be part 

of the pool as soon as they establish in the cluster. Indeed, the cluster speeds up the 

process of rooting in the region by connecting new firms to suppliers and to the 

prospected outlets. The process of establishment is fostered by proximity and 

cooperation, which renders the region appealing for startups. It is obvious that 

entrepreneurs, in such environment, are likely to see opportunities and be willing to 

pursue them, with a propositive risk-taking behavior. 

It is now that Delgado makes its complete explanation of this fit, by showing how 

entrepreneurs drive risky investments, with a high probability of exit (Delgado, 2010). 

This means that since 44% of startups are are statistically failing within their third year 

of activity, they are naturally fitted to the low exit barriers of clusters. 

 

Table 1 

 
(Startup Business Failure Rate By Industry, 2014) 
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The low barriers are associated to contexts with a high turnover of firms. In fact, the 

cluster is an environment in which startup firms account for the greatest percentage of 

the companies in the region. In its nature, the cluster is formed by individuals and 

businesses who are seeking for innovation. The aim leads them towards inevitable 

risks, related to the fact that an innovative product service or process is new to them 

and to the world around them. However they decide to make these experiments in the 

laboratory, the cluster, where failure is an everyday task. Furthermore, the individual 

who is, by definition, ready to fail is the entrepreneur. These individuals are the core 

force of the cluster, the ones who drive growth. 

This is proven in a study conducted by Jeffrey G. Covin, Dennis P. Slevin and Teresa 

Joyce Covin called Content and performance of growth-seeking strategies: A 

comparison of small firms in high- and low technology industries. The authors analyze 

the strategies of 57 executives on a database composed of 344 different firms in low-

tech and high-tech clusters. They go straight to the point to evaluate the intentions 

and actions of entrepreneurs. In particular small and high-tech growth seeking firms 

are strictly associated with entrepreneurial activity. The most important finding is the 

variability in decision making between CEOs of small high-tech firms and CEOs of 

small low-tech firms. While a differentiation strategy is common among small high-

tech firms, a cost-leadership strategy, is common among small low-tech firms. This 

can tell us that small firms in high-tech clusters are seeking for an innovative position 

in the market. Specifically in high-tech markets they need to enlarge the market by 

innovating, in order to fit in the dynamics of the cluster and pursue their long term 

goals. 

 

1.5 Positive Feedback Loop 

It is hard to think of a rapid growth of a region that we know. This is because 

agglomerates take years and years before they can be called clusters and it might 

take a human life to see a new cluster growing. Firms are created and dismissed with 

an average of 30 years. Some of them last longer than 30 years and some of them 

last less, however what is important is that there is a constant turnover of firms which 
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belong to industrial agglomerates. Just like firms, even whole industries have cyclical 

high and low levels of worldwide competitiveness. It is when an agglomerate breaks 

the cyclicality and passes the decline phase that a cluster starts to grow. We have 

already explained what are the main sources from which clusters are generated and 

we have concluded that the most common source is a mix of sources.  

When individuals start to acknowledge of a regional competitive source, they might 

decide to locate their start up or just bring their money there. This is not a point in 

time, nor a single year, but it is a gradual path through which the cluster is reinforced 

by new investments and by human resources. When this system is established the 

region becomes a cluster. A vicious loop in which a high quality level of information is 

created and remains rooted in it. The expertise of the firm will be the main driver for 

their worldwide competitiveness. Years after years they will reinforce their 

competitiveness if they will be seeking to grow and satisfy, every day, a greater share 

of the world demand.  

In 1998 Peter Swann analyzed the factors that could contribute to such a positive 

loop and developed the following graph. 
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Table 2 

 
 

As we can see he makes a clear distinction between forces that come from the 

external environment of the region (yellow arrows) and forces that come from the 

internal environment within firms. It is only when the “Nation’s Competitiveness” 

meets the “Firm/Industry Strategies” that an economic synergy is created and allows 

for every single factor to reinforce the others. Internationalization will bring more 

financial investments, and, consequently a technology leadership will increase their 

reliability and so on in a positive feedback loop (Peter Swann, 1998). 

 

1.6 Reputation 

The positive loop will inevitably bring the cluster to incorporate the leader firms of the 

international market. The Disk Drive industry is an example of the strength of the 

reputation concept which. In 1980 the industry grew steeply thanks to the arrival of 

the compact disk and the increased network effects of the computer industry. What is 
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peculiar is that Singapore hosted 80% of the world production of Disk Drives with 

companies like Seagate, Quantum and Maxtor. This phenomenon can only be 

explained by a cluster effect based on reputation. The region was experiencing 

worldwide popularity and respect in Disk Drives production, and hardware companies 

went to seek their suppliers there, where the standard was born (Kuah, 2002). The 

standard is a worldwide known form, design, technique or tool that is created by a 

firm or by an individual and is learned by other firms or individuals and applied to a 

production process as such, by copy. As we have seen above, the disk drive cluster 

in singapore had an international reputation for producing the ones and the only forms 

of compact-disk readers and writers (with the advent of CD-ROM). However they had 

to be compatible with one of the largest standards ever seen from world history: the 

compact-disk round form. When an audio engineer, L. Ottens, at Phillips in the 

Netherlands called for a 7 people team to create the 11.5 centimeters CD that we 

know of today. In 1977 the digital disk was created, but on the other side of the world, 

Sony developed another form of the digital disk. Fortunately the two audio makers 

joined together to create a worldwide standardized form of the compact disk, which 

was formally adopted by the International Electrotechnical Commission in 1987 

(History of CD-ROM In Brief). Standards are extremely sticky, as they remain immune 

to the variability of the world production techniques. Even the Singapore cluster 

worked for years and years with the round shaped CD that Toshitada Doi and Kees 

Schouhamer Immink created. The importance of standards is easily recognizable, we 

just have to think that if Philips and Sony engineers had decided at that time to create 

a different prototype, a whole industry would have been different. The only 

phenomenon that is able to take on the already established standard is a new 

technology, which is of a higher level than the previous one in terms of costs, time-

consuming and design. What plays a key role is compatibility. The two-side effect of a 

technology with respect to another in a different layer is enormous and quick in its 

diffusion. We just have to think of how the adoption of the USB port in every Apple, 

IBM, Dell and other manufacturers set for a standard that revolutionized the modern 

data transfer. Although standardization is an easy way to gain worldwide recognition, 

it is also a rare event. 
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How are then regions acquiring worldwide recognition? Obviously quality is one of the 

ultimate causes of recognition. From quality recognition the channels to a worldwide 

notoriety are many and mixed between each other, for example the word of mouth 

between firms at different layers of the chain, especially at lower layers. 

Furthermore, when a firm or a group of firms are able to carry out a task or a set of 

tasks better than any other regions, other firms in the production chain start to realize 

that outsourcing could be a plausible solution to: exploit the cluster expertise, relieve 

the internal production department from the task and focus on other issues and part 

of the chain. In carrying out a part of the production chain or the full production 

process cluster firms build profitable relationships with outsourcers, support 

industries, retailers and indirectly with customers. The vibrancy, innovativeness and 

past experience of the cluster gives to all the firms in it a common trust on which 

financiers often rely.  

 

1.7 Life of a Cluster 

We have already talked about clusters’ birth and we will take into account in our 

discussion, the clusters’ break down. It is obvious that clusters are formed by firms 

and firms are formed by people, who in turn are sometimes acting irrationally and 

differently from each other. Also, depending on the sector on which the agglomerate it 

is first based on the cluster takes a different shape. Hence, we expect not to see 

precise paths of adoption and recognition of clusters. However we can delineate a 

clear path in history. This path takes the form of an S-shaped curve, which is usually 

applied by economists to study the market life of a new technology. This S-shaped 

curve can be applied to clusters born from: 

● essential raw materials in the industry 

● breakthrough innovation 

Because they do not rely on built expertise or tradition, but on an innovative 

technology or rare raw material that is driving the economic performance of the 

cluster in the present, but might not be as efficient in the future.  
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This curve is precisely explained by the world’s leader in Information technology 

research and advisory company: Gartner, Inc.  

 

Table 3 

 

 
(Gartner, 2014) 

 

In particular scholars have studied the cyclical development of growth of 

technologies. A clear path is pinned down by them: at first a technology strives to 

spread in its period of ‘technology trigger’, then it encounters a period of steep growth 

thanks to a shared adoption in its ‘peak of inflated expectations’. Consequently its 

inflated expectations are realized by the adopters who find themselves in ‘trough of 

disillusionment’. After this step the technology restarts its market take-on by showing 

its real value, which is understood by new adopters in a ‘slope of enlightenment’. 

Finally its slope decreases in a ‘plateau of productivity’, when the market for the 

technology is saturated (in this final period the rate of growth will be declining, hence 

the slope of the adoption line will be equal to zero). 
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Table 4 

 
(Gartner, 2014) 

This finding is proven to be cyclical by economists, which, setting aside external 

shocks, forecast the growth curve as following. 
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Table 5 

 
 

(Andersen, 1998) (Here K is only a constant applied by the authors to offset the 

previous stats of the patent). 

In the above graph we can see how a technology adoption curve, represented by its 

patent, is constantly accelerating and decelerating, with respect to its initial level of 

adoption. Here, we can even take into account external forces like a sudden 

macroeconomic crisis (x-axis, 4th point). The author references to the well known 

study by Joseph A. Schumpeter: Business Cycles, A Theoretical, Historical and 

Statistical Analysis of the Capitalist Process; in which Schumpeter defines the whole 

life of a business as a cycle, hence, not only as the initial S-shaped curve but as a 

cyclical path. He does not provide one specific reason for this clear path of 

development, but he finds many reasons in human nature. In fact, people are likely to 

adapt to situations in order to imitate and engage in already tested tools. In chapter III 

for example he explains the cyclicality as a process of “passive adaptation” with the 

example of a government adopted weapon, which suddenly increases its demand by 

other businesses because of adaptation to standards (Schumpeter, 1939). 
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1.8 Structure of a Cluster: 

A cluster needs to have a wide open communication between the parties. The 

structure must ensure an horizontal flow of information between players of the same 

layer. This will be enhanced by the geographical proximity which automatically 

creates a common ground with increased “impact and frequency of communications 

interactions”. (Kuah, 2002) 

Although the relationship in between firms is a must for the life of a cluster, firms need 

to be ready to leave old relationships and establish new ones. With this reasoning I 

call for open-minded entrepreneurs, who are aware that survival is strictly correlated 

to flexibility and acceleration. A firm in a cluster will inevitably establish strong 

relationships, but as the technology or market changes, they will need to be ready to 

shift to new suppliers or collaborators. 

Thus, the structure of a common cluster does not need to have a fixed vertical 

industry organization, but it needs to fit the current economic situation in which the 

industry is living. If for example the industry is in a technological sector and the 

agglomerated firms are experiencing a shared growth, they need to have the tools to 

link their forces and team up towards a global market. 

1.8.1 Cooperation: 

When one of multiple entrepreneurs have developed an innovative product, service or 

competence, this innovation becomes part of the pool of information in the cluster.  

In a cluster with perfect cooperation almost every component of the cluster is 

potentially able to incorporate the expertise that any other component has developed. 

In this way the act of imitation might foster the growth of the cluster by enabling any 

other else to use an innovative information with other tools, with other competences. 

In fact, most of the time, innovation is not radically built from scratch, otherwise, it is a 

creative collocation of different and innovative components that make the final 

product a new one. We can conclude that if we have an innovative information and 
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we share it with others it is likely that other entrepreneurs will re-assemble it in a new 

way, because they have a diverse expertise and consequently a different approach. 

When the region participants are not perfectly cooperating the level of information 

flow is limited to the relationships established between the players. It is really hard to 

think of a cluster where horizontal information between components of the same layer 

(competitors) is blocked by the participants themselves. The region’s industry cannot 

be called a cluster as it does not differ itself from firms who compete internationally. 

The firms would be individually acting without the support of any other firm at its level. 

This reasoning cannot be applied to the vertical flow of information, which is shared 

between players of different layers. In fact we will see how in modern clusters firms 

represent only one layer of the full chain, which is easily internationalized. 

What will enhance cooperation is a repeated interaction between the firms and its 

employees. In a region where firms are working on the same sector it is inevitable to 

find intertwined companies. This is a consequence of shared objectives, shared pool 

of workforce and, therefore expertise. Accordingly, this repeated interaction will result 

in strengthening mutual trust and loyalty between firms of the same region. Trust will 

be the common language between the players of the vertical chain. I will be the glue 

that on which relationships will rely on. Information is shared because of the presence 

of trust, that lets the participants be safe in their interactions. The natural direction will 

be directed toward cooperation in order to keep up with the worldwide market. 

At the end, what comes out of the complex formula of interpersonal relationship, 

smart specialization, government support and highly specialized R&D is a “robust 

organizational form that offers advantages in efficiency, effectiveness and flexibility”. 

In other words a cluster-wide corporation where companies themselves are 

competing departments. 

1.8.2 Competition 

Firms on the same layer are related to each other competitively by definition. In a 

closed industry they would have been competing for the regional market, if the 

demand was in the same region as the supply. However, Clusters are open 

agglomerates of companies which form international industries through global 

relationships. The global market of clusters is key to understand how firms in it are 
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usually too small to affect each other in the global market they are in. Nevertheless, 

they might find it more profitable to tie up connections between each other and toward 

the regional society as well, in order to have a channel to the cluster’s common pool 

of information and human resources. 

In its study, Kuah explains in detail the benefits that competitors get from clustering. 

The main factor is linked to benchmarking. The author explains that, given the fact 

that firms are working closely to each other, they can see, hear, experience how their 

competitors work and take it as a model or just simply monitor it with respect to the 

internal processes. Benchmarking enables firms to keep up with the cluster pace. If 

some or a leader firm is able to produce a breakthrough innovation, its cluster 

competitors won’t be estranged from it. They will be able to copy it by word of mouth 

or through suppliers relationships or use it through royalties. Other firms know that 

and they are aware of this close relationship. In an established cluster firms will end 

up taking it into account in their decisions and workflows. The result will be a global 

competitive region, in which no firm is able to stay alive if it is not pacing with the 

others. 

 

1.9 Fundamental Characteristics 

Every cluster forms itself in a unique way, given the fact that there is no pure cause of 

the clustering phenomenon. Porter brings us the example of the Omaha cluster in 

Nebraska, which developed its unique capabilities from an uncommon cause: the 

decision of the US Air Force to locate the Strategic Air Command in the region. It led 

to a high demand for a high-speed telecommunication infrastructure, which was 

fulfilled by the local Bell company with the creation of the first use of fiber optic cables 

in the world. Here the theory can find proof of another characteristic of clusters: there 

must exist a base to build on. A standard environment from which entrepreneurs and 

investors can build the new innovation on. In the Omaha case Porter finds the 

existence of two main drivers: centrality of the time zone and an “easily 

understandable local accent”. 
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As we described until now, any region could be the center of an agglomerated 

industry, however, not every region has the chance to host a worldwide competitive 

industry sector in his area. This is because these forces explained above need to take 

place on a prolific ground for clusters. The ground of the region needs to feature very 

specific fixed characteristics, which Peter Swann called “fixed effects” (Kuah, 2002). 

1.9.1 Government Support: 

We will see later on what are the tools that the government can use to affect the 

cluster in its life. I called it support as government is not supposed to intervene in 

clusters as the current economic theory is still uncertain if a national or local institution 

should or even could intervene to help an agglomerate to become a cluster.  

Funding is a general and broad tool, that broad that should be used with caution. If 

economists are not sure if governments could help clusters, then, what can they do to 

host them in one of their regions? 

First of all a non-intrusive behavior shall be used as a common base for reasoning. 

Afterwards, the principle of subsidiarity is applicable to the situation: local institutions 

have a better access, knowledge and tools to deal with regional clusters. Accordingly, 

the power should be given to them. However, national authorities should make sure 

that the growing sector is allowed to export, by controlling the currency and by 

keeping in place, international tax deals on international trade.  

The cluster is not an association, nor a finite group of individuals, therefore the 

government is hardly going to be able to affect it directly. Firms are the represent ants 

of clusters, they are the only subgroups existent in the dynamic horizontal flow of 

clusters. Institutions should only target firms and allow for their growth. I used the 

term allow because no precise intervention is suggested if the institution does not 

understand the dynamics within clusters. A firm could be related to another, which 

might be in a contract with a supplier, which in turn might be deciding to downward 

integrate. This example gives a clear explanation of how a myopic intervention from 

the government side might cause unforeseen effects.  
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1.9.2 Universities: 

Apart from being centers of formation, universities can also be support partners of a 

cluster. In this case we look at universities as pools of innovation, knowledge and 

human resources. Research centers hold in their rosters a potential knowledge that 

needs to be applied to the field. It is when this application happens that clusters can 

benefit from the presence of a strong R&D center. We can see that back in the 50’ 

universities were already considered centers of innovation. Only a few firms, the 

largest ones, had their own internal R&D department, the rest was only adopting the 

innovations coming from Berkeley, MIT, Stanford and many others. I will report a few 

examples hereafter. 

Wes Clark, who graduated from Berkeley in 1947 was the one to realize the MIT’s 

minicomputer in 1962. Then, at the University of Washington, he called for a 

hierarchical structure of the internet against the existing node- to-node structure. He 

started the internet structure revolution by thinking of a ‘gateway’ a computer in the 

middle that could be used as a node for an area. It was the birth of the first routers. 

The first time-sharing system was created in a MIT laboratory in 1961 by Fernando 

Corbato. It was the first time that multiple users were able to access a computer, even 

from a remote position. The invention was readily applied to academic and industrial 

systems in order to reduce time consuming processes. 

Ivan Sutherland, also an MIT student created the first computer with a Graphical User 

Interface in 1963. This innovation was necessary to the interaction of a human with a 

computer. 

Universities are centers in which the R&D departments cease to be departments and 

start to function as absolute firms. The link and the relationships with other firms and 

especially the biggest firm, the government, are only their final demand. In clusters 

we can consider universities as centers of innovation from which various firms in the 

industry gather knowledge for their processes and recruit human resources (Rao, 

2011) 

1.9.3 Financial Support: 

What differs an innovation from an invention? An innovation is the completed process 

of commercialization of a successful invention. Without the possibility to put your 
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invention in the hands of the consumers it will never become an innovation. What 

determines the final outcome is the market. However if the invention does not even 

reach the market, we cannot call it an innovative product (or service). There are a lot 

of causes which could stop the process of innovation, one fundamental one is 

Financing. If the startup or new product has a limited or insufficient budget it will suffer 

shortcomings in production and for services in consumer satisfaction. Moreover, if the 

idea does not find any pre-concretization investor, it will not even touch the ground 

with a blueprint. We can say that financiers can make the difference in supporting 

fermenting clusters. A region where ideas are constantly supported has more 

opportunities, more experience from failure and a greater interest in the area from 

outsiders. This last will build on the existing reputation of the region and bring the 

opportunities of the entrepreneurs of the region to the ears of investors from every 

part of the world. This will create a positive loop, like the silicon valley one, where 

international investors are pouring their money whenever they are seeking for a risky 

stock. 

1.9.4 Meetings: 

The firms and people that constitute the cluster need to focus their forces and 

especially their knowledge. This can be done with various tools, the most informal 

one is the word of mouth, but it is sometimes sporadic, inconsistent and relies on 

personal relationships. Regions should find a way to connect their players to fight 

towards the same direction. There is no right form of meeting to have in clusters. 

Usually, agglomerates of firms of the same sector gather up in annual meetings such 

as conferences and fairs, where also international players could see what 

opportunities the cluster can offer. 

In California, the biggest entrepreneurs of the region, Bill Gates included, gathered 

together to found a stage on which entrepreneurs and engineers could have their idea 

heard globally, maybe by investors, maybe by other firms that could internalize the 

idea with the entrepreneur. The organization’s mission goes as follow: “TED is a 

nonprofit devoted to spreading ideas, usually in the form of short, powerful talks (18 

minutes or less). TED began in 1984 as a conference where Technology, 

Entertainment and Design converged, and today covers almost all topics — from 
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science to business to global issues — in more than 100 languages. Meanwhile, 

independently run TEDx events help share ideas in communities around the world.” 

(Our organization | About | TED.) 

The latest form of seminar is called ‘webinar’ a globally accessible online seminar 

(using VoIP libraries) to which anyone interested in the issue discussed could 

participate and ask some questions at the end. One of the biggest app community, 

Fiksu, enables its registered developers to stay updated with the platform tools and 

innovative market activities through ‘webinars’ (Fiksu Webinars) 

1.9.5 Infrastructure 

This one is a characteristic that is going to influence the industry only at extremely low 

levels. In practice, if the infrastructure of a nation enables standard levels of 

connection between firms and individuals within clusters and towards the outside 

environment this basic factor is neutral to the agglomerate. To find examples we need 

to think to some of the third world nations, in which, it is even hard to get from a place 

to another because no total highway system is built yet, or it is even harder to call 

another place with a mobile phone because of the missing repetitors (same reasoning 

with internet connection). 

Sometimes the innovative infrastructure is able to better connect players at different 

layers of the chain and enable for a low cost transportation. In turn the proximity of a 

supplier to a production firm becomes an optional factor (Kuah 2002). 

 

1.10 Counter Effects 

It is not so hard to think at the benefits that can arise from clustering, nonetheless the 

theory must analyze also its counter effects, which are somewhat more implicit than 

the positive ones.  

We are arguing about an economical phenomenon so we can all agree that the 

market forces that must be in place before its formation comprehend a social-wide 

variety. Hence, when clusters concentrate the economics of the region into one 
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sector, the other sectors are normally neglected. Consequently, this will affect the 

satisfaction of the needs of the citizens of the region. In particular: 

1.10.1 Demand Side 

● The final products are necessarily going to be outsourced globally. The final 

consumers will have to take transportation costs for granted. 

● The region’s government will need to take this into account and balance this 

disproportionate import/export capital. 

1.10.2 Supply Side 

● In very specialized clusters firms will need to outsource various function of the 

process. 

● In industry wide clusters firms support the whole chain (or almost) of the 

product process. Hence they will not need to adjust their shape and sources to 

the evolution of the cluster. 

1.10.3 Groupthink  

Another counter effect could be related to the formation of a social activity: a group. 

Whenever a group is formed, humans, different by nature, need to set aside 

divergences to interact with each other. This is called Groupthink, a common solution 

established between the players of the market in order to avoid a competitive race. 

This solution is, however, of a lower level than the one that competition could 

extrapolate from firms. 

Firms in a cluster could be interacting perfectly with each other and focus in their 

innovative processes, but they need to remain updated with the external world and 

eventually adapt to new innovations and standards of their sectors. Sometimes it 

might be hard for individuals who are working in a vibrant cluster to constantly monitor 

outsiders’ work. This vicious conduct is called by Michael J. Porter ‘inward looking’ 

(Porter,1998). 

1.10.4 Convergence 

In a study by Mercedes Delgado, Michael Porter and Scott Stern it is introduced the 

concept of “convergence” which is opposed to the above explained concept of 
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“agglomeration”. Convergence is explained as one of the two ways that an 

agglomerated industry of firms might result as. When firm create an hostile 

competition between each other and fill to the maximum the space in the agglomerate 

the convergence phenomenon results in diminishing returns. Delgado explains the 

effect as the level of growth that decreases as the level of economic activity 

increases. Two main causes of this effect are: the so called “crowding out effects”, 

which in this case is explained as the effect for which, if there is a greater level of 

initial startup activity the region is likely to experience a lower level of growth in 

startup activity; the second is the cause by which input availability decreases as 

businesses congest in the same area. Here the author makes the example of how, if 

the price of inputs increase as the demand for them in the region rises, there will be 

an inefficient rise of prices due to competition (Delgado, 2010). 

1.10.5 Bridging and Bonding 

Firms in a cluster could be interacting perfectly with each other and focus in their 

innovative processes, but they need to remain updated with the external world and 

eventually adapt to new innovations and standards of their sectors. Sometimes it 

might be hard for individuals who are working in a vibrant cluster to constantly monitor 

outsiders’ work. This negative effect is called by Keld Laursen, Francesca Masciarelli 

and Andrea Prencipe as a “Bonding” effect, as it creates a metaphorical wall with the 

external world. They find a clear example of this in the Prato agglomerate of textile 

manufacturers, who, apart from their historical textile production tradition, they failed 

to remain updated with the international market in 1990s “due to excessive and overly 

tight local relationships”. The solution is called by them “Bridging”: creating a channel 

with the external environment to keep the information flow going. This will enable the 

cluster to remain updated and gather international and heterogeneous info that could 

result in new, innovative activity (Laursen, 2012). 

1.10.6 Surrounding Regions 

Every regulator should takes into account the effect of a cluster on surrounding 

regions. As a spiral, the fermenting cluster will be incorporating the surrounding 

opportunities and human capital, as a result, if the sector is dictated by a dynamic 
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competition, the result will be a winner takes it all game. Unless the surrounding 

region will be smartly appointed to complement the cluster’s layer. For example, from 

the Californian wine cluster, many other relative businesses were born, like the glass 

production in Illinois that was smartly appointed to satisfy the growing Napa Valley 

Wine Cluster. 

The Napa valley cluster was born in 1838 after years and years of colonization and 

land exploitation. As the cluster began to grow the region’s forces started to shift 

towards wine production. Wine related wages in the cluster and in the surrounding 

region are calculated to be as high as 1.2M in US dollars. Moreover, wine producers 

are regardless exploiting the Californian land with an intensive cultivation of grapes. 

The surrounding regions are indirectly going to face negative externalities from the 

exploited lands. This is a millennial issue that faces the private owners against the 

public, who care about their lands (Porter, 2008). 

It is also hypothesized by Delgado, Porter and Stern when they empirically prove that 

the strength of clusters in the neighboring regions affect negatively the startup growth 

rate (if a surrounding cluster specificity increases by 1% the internal startup growth of 

our cluster decreases by 1.8%; (see Table 6). 

Table 6: EA-industry growth i start-up employment (N=53213) 

(Delgado, 2010) 



37 
 

 

However, the main findings go further and show that if the strength of surrounding 

regions is increasing the competition of resources, it is also true that “the cluster 

environment that surrounds an industry will increase the pool of competitive 

resources and reduce the barriers of entry for new firms”. In other words, if the 

surrounding region creates sectorial diversity it will also increase entrepreneurial 

opportunities. In fact, when the authors take into account for “cluster-related 

complementarities” of the surrounding region with the cluster, they are able to show 

that presence of related industries around the cluster foster entry in the cluster (see 

Table 7). 

 

Table 7: EA-industry growth in entry (all new establishments, N=53213) 

(Delgado, 2010) 

 

1.11 Decline 

As we have seen in the Life of a Cluster paragraph the economic life of a cluster is 

historically S-shaping, but in particular it faces constant technological discontinuities. 

These discontinuities are not related to the production or to the functioning of the 

technological products, they are rather related to shifts in buyers needs which might 
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be satisfied by disruptive innovations. Disruptive innovations are also called radical 

innovations because to build them you need to have a clear ground on which to build 

on. The old techniques, machine and knowledge is of little or no use for the 

processes of the new disruptive innovation. This one goes to satisfy old needs of 

customers in a different  and better way (differentiation strategy) or just satisfy new 

needs (new market creation) (Porter, 1998). If the cluster is not awake to see, capture 

and adapt to the new technology, it will inevitably pass by sticking to the old one. It 

will be then hard to be competitive to meet the global demand. What firms in clusters 

should always remember is that consumers are the leaders of the world of today and 

firms are only working in partnership with them to satisfy their needs by meeting their 

values (Godin, 2011). 

When a cluster is born it constantly creates new and driving innovations, which are 

pursued by the seeking entrepreneurs in the region (or moving in the region). 

However, as soon as those entrepreneurs (as businesses) find themselves a part in 

the system, which ensures them a stable economic situation, they may become 

reluctant to change. This is a common behavior of humans, which is related to needs 

and satisfaction. We do not need any scientific proof to state that when an objective is 

pursued, it is in human nature to protect it and make sure no new and disrupting 

innovation will render obsolete the efforts spent to reach it. This process creates 

rigidities in the evolution of new technologies. If a new technology is proposed to an 

entrepreneur who has to put aside its previous innovative product or service to pursue 

it, he will need to take into account his sunk costs (Cost-benefit analysis) before 

engaging into a new project. If this is proposed to a cluster of businesses who have 

developed the same technology, and have fighted to establish an equilibrium in 

between the industry competitors and stakeholders, each one of them will find 

themselves in a difficult position, from which the easiest escape is a common and of a 

lower level solution,  “groupthink”. (Porter, 2000) 

For these reasons, a cluster is not an infinite process of agglomeration, in fact, this 

inward loop must find an equilibrium that generates constant, radical and incremental 

innovation. With this process, destruction and rebirth of new firms is a must in the 
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equilibrium state. As we will see this is not a problem for the cluster as its essence 

lies outside the businesses itself, but in between them. 

 

1.12 Conclusion 

The theoretical framework that Porter reorganized, based on past theory, was 

perfectly applicable to the 90’ context, but, nowadays, the clusters organizational form 

are driving towards the opposite side: Specialization. Porter foresaw this 

development, when he called for a generational shift of the global economy, from an 

input-based one to a more dynamic one where the input costs were minimized by 

global sourcing.  

The clusters of today are formed not to be a porterian “robust organizational form”, 

but to be a pool of highly specialized firms which carry out a very peculiar layer of the 

production chain.  
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2. IT Firms Characteristics 

The Information and Communication Technology sector (ICT or simply IT) was 

defined in 1998 by the OECD countries as “a combination of manufacturing and 

services industries that capture, transmit and display data and information 

electronically”. There are two main categories of ICT: manufacturing firms and 

services firms (also those who are carrying out one of the two as a core function and 

the other as a support function). ICT manufacturing is the creation of products that 

enable humans to display process and communicate information or simply used to 

monitor processes. ICT services consist in the development of systems that enable 

humans to communicate and process information through electronic means (OECD, 

2002). 

Before starting our study of the sector, we must state that the IT sector is always 

dealing with information, which is strictly related to the human character. Information 

is created and stored since the world’s birth. It now takes multiple and different forms, 

but we must keep in mind that the IT sector is formed to better store, organize and 

create systems of information retrieval in order to ease its accessibility and 

actionability by humans. The information itself has no meaning without an objective 

and a physical hand of a human. 

The IT sector is affecting the industries in two ways: first of all, information systems 

are improving the speed, reliability and so productivity of many existing sectors; 

secondly, it is creating many new and growing industries: like the app industry. In this 

chapter we will go through the main forces that drive these new industries generated 

from the Information Technology activity. 

 

2.1 Flexibility 

Firms need to be flexible in order to keep up with innovation and be adaptable for new 

and destructing radical innovation. This is the case of the Silicon Valley, where firms 

are “quick to react to changing business needs yet they are able to tap on mutual 
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resources and successful business ideas” (Kuah, 2002). In the example of the Silicon 

Valley the region can be roughly grouped in two main corporation sizes: giants, and 

startups. The latter composes the base of the region. It is in fact from this pool of 

entrepreneurs, willing to take risks to innovate, that the Silicon Valley has built its 

reputation on. What keeps its system flexible and redirectable is the size of the 

startup firms of the Valley. Entrepreneurs first have ideas, then they take on risks to 

implement them, in turn either they fail to constitute a long lasting business or they 

establish a profitable firm in the industry. In the theoretical framework we saw how 

almost half of the startups fail within 3 years. We can definitely say that the base on 

which leader firms in clusters stand on is a base of small firms which are stepping in 

and out of the cluster with a high turnover. 

If we want to understand into deep the meaning of flexibility we need to look at IT 

firms and go over the reasons that make them flexible by nature. 

2.1.1 Inputs 

This is possible in the IT sector where even small firms are able to create the main 

asset to feed consumers with. In contrast with other sectors, this service sector does 

not need any physical machinery in house, nor inputs to process. In most of the cases 

the only inputs are the expertise and time of the employees who program, create new 

systems and solve problems. When a service company has in its rosters enough 

expertise to start the activity it could usually leverage it to the maximum with ease. 

The knowledge of its human resources are applicable to multiple situations, the only 

restriction is time. For instance, the app leader firm King (founded by Riccardo 

Zacconi) has recorded a market capitalization on the New York Stock Exchange of 

$5.5 billion, hosting only 665 employees; the modest workforce number resembles 

the scalability of the expertise of its employees (King Digital Entertainment PLC: 

NYSE:KING). 

Manufacturing IT companies on the other end need physical inputs to create the final 

product to deliver to the customer or to the business at another layer. 
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2.1.2 Sunk Costs 

Most of the startup firms in the IT sector don’t even own an office until they become 

real businesses. Engineers work from their homes and wait for financiers before 

taking on risky investments. The American Census of Bureau analyzed that home-

workers are increasing, from 4.8% in 1997 to 6.6% in 2010. The greatest cause of 

this shift is the greater ability to telecommunicate through improved and new means 

For instance the latest VoIP libraries are killing the world’s phone operators, but at the 

same time they are alleviating the worlds traffic. 

At the same time it was proven that on average the US population loses 1 

accumulated working day per week only to move from home to the office (Mateyka, 

2012). 

Furthermore, recent studies have showed how home-working increases the 

productivity of people. The study conducted by professors from Stanford and from the 

Beijing University have shown that working from home improved the performance of 

the employees of a Chinese travel call center by enabling them to work more ‘per 

shift’ 9% thanks to the fact that they had more time to pause. A 4% increase in calls 

per minute was justified by the fact that the comfortable and familiar environment that 

the house offers gives them a way to ‘work in peace’. This is a clear example in which 

flexibility turns into greater performance of firms (Bloom, 2013; New York Times, 

Location Location Location, 2012 ) 

The firms that the information technology sector hosts are first of all acting on a 

specific layer, then if they are able to expand they will take the investment to keep up 

with the competition. However until that point entrepreneurs are usually able to stall 

and maybe keep working on their projects on a part-time basis.  

We can say that on average the greatest sunk cost is related to time consumption. 

The engineer, the programmer, the technician, the supervisor is able to apply its 

expertise on every situation (assuming a base level of ability), however their main 

cost is time, setting aside support activities like driving and equipment fixed costs. 

2.1.3 Outsourcing 

The specificity of the IT sector is the characteristic that makes it so flexible. In it there 

is embedded the ability to shift on to new clients, Also they have the ability to act 
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globally; such firms are able to develop your program or build your industrial 

information system from the other side of the world. Obviously a bunch of meetings 

are going to be set but just enough to respect the formalities of the contractual legal 

system. Engineers are wisely clustered together in specific areas of the world. As 

Seth Godin would say, nowadays people are able to group with their similars (Godin, 

2011). The two main poles of the IT industry of today are established in India and in 

California, but, congruent with its nature, this could easily change (for example in 

London and Paris there are high tech districts in which most of the EU programming 

forces rely on). 

There are almost no suppliers, or players at higher layers to which the IT firm 

depends on. Almost no physical processes to carry out, and if there are they are 

carefully carried out by other machines, making the ratio man to machine lower than 

in any other sector. 

To summarize, the Business to business nature of the IT sector enables it to have a 

sort of independence with respect to the players at higher layers. 

2.1.4 Innovative 

The only way to be alive in the IT sector is to innovate or to rapidly adapt to 

innovations in other layers. To be innovative firms have to be ready to shift rapidly 

their objectives and the activities that were strategically planned to pursue them. 

Here, the firm’s main asset, the human resource capital, can be reallocated to new 

departments and tasks at willing, always respecting the national union laws. 

Individuals are able to be re-assigned to new roles better than machines are. They 

are extremely flexible by nature as their capabilities and expertise is able to interface 

with the machines in multiple and infinite ways, if the task falls in their capabilities. 

Employees are employed by firm for their ability to interact with machines and control 

them. In a research paper written by Robert U. Ayres at the Carneige Mellon 

University it is reported a study conducted by the Education and Training 

Administration of the U.S. Department of Labor, named A Methodology to Predict the 

Substitutability of Robots for Factory Workers, Based on a Dexterity Measure. The 

study shows how humans are not employed by manufacturing firms for their manual 

skills, but to perform a ‘real-time’ control function, which is the task that requires 



44 
 

humans to intake a constant flow of information and apply their expertise to process it 

and react to it. In practice carrying out the tasks that ‘sensor-based’ are not able to 

perform yet (Ayres, 1984). 

We can finally give an example of a phenomenon that characterizes the IT world in all 

its flexibility. Most of the IT firms are heavily relying on virtual servers and databases 

to store and process their data and deliver it to users. As of now, not only small firms, 

but the majority of the ‘pure player’ operators (companies that are exclusively offering 

their services online) are using virtual databases like the Amazon Web Services (the 

widest in the world) and the private virtual server platform Linode (Amazon; Linode). 

Virtual platforms like the latter enable firms to: 

1. Avoid sunk costs like the expensive purchase of hardware like mainframe 

computers.  

2. Outsource the processing and data storage needs, without having to employ 

new human resources to carry out and monitor these two support activities. 

3. scale it easily, at any time, without any restriction. Also, capacity could be 

fragmented to minimal quantities. 

I personally co-managed the creation a mobile application called Ulocal. Me and my 

business partner were able to externalize these two activities to the above cited 

platform operators, without having to carry on our shoulders the heavy burden of 

buying and managing a physical server and database system. It would have never 

been possible without the possibility to rely on such easily scalable platforms. 

 

2.2 Disadvantages: 

The sector is extremely complex and its firms are dynamically interlinked between 

each other. Firms at different layers are strictly dependent to each other. This is 

because one operates on the platform of the other. Every player might need the 

demand and the tools that another platform offers. The only exception is given by 

giants, that growing, gained a strong enough position to internalize the whole chain. 

However they still need to face the constraints imposed by antitrust authorities. 
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2.2.1 Compatibility 

One factor that drives demand for a product or platform is the compatibility with other 

operators. If you build a social platform, for example, you will need to install a 

Facebook SDK (Software Development Kit, usually just a few lines of code to insert in 

a software to interface it with another running software) in it in order to enable your 

users to register with Facebook. When choosing an IT product even non expert users 

are able to understand the advantages of choosing the one with the highest 

compatibility. Nevertheless, compatibility with other standards at different layers 

inevitably reduces the independence of IT firms and consequently their flexibility. 

Operators will always have to keep their platform interfaces updated with the other 

players at different layers and they will have to accept their changes without any say 

in it. 

2.2.2. External Risks 

By externalizing servers or databases the company poses the availability of the 

servers at risk. The reliability of the above mentioned operators is nowadays to the 

maximum level available. Although they ensure the availability of the service with a 

99% probability, they reserve the right to exempt themselves of any responsibility 

related to unexpected events. It has happened multiple times that whole server 

systems went down for a few hours without any backup. The only thing that the 

consumer will understand is a dysfunctional platform. 

2.2.3 Unexpected Attacks 

Last but not least, any online operator has to take into account for possible hacks or 

viruses. An internal or external department must be always ready to face this kind of 

unexpected attacks, that the free internet environment poses. 

 

 

2.2 Convergence 

The peculiarity of the IT sectors is intrinsic to its natural heterogeneity. What we want 

to stress generically in the thesis and in particular here, is that IT clusters, during their 
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life, tend to converge to one main subsector, in which the cluster businesses and its 

workforce have developed above average capabilities, called core competences. 

Firms within clusters converge towards the same subsectors in which the cluster is 

globally competitive and innovative. This convergence develops in two ways: the 

more flexible firms find their way into the cluster by adapting to the new and 

innovative field that is driving the cluster and by imitating the market leader; while the 

more established firms, which are not already focused on the innovative subsector 

and find it too costly to switch their business organization towards the driving 

technology will inevitably shrink. The only choice they can make is to start from 

scratch or friction the process by continuing to pursue their surpassed business 

product or service. This reasoning is not completely realistic as there are firms which 

found their way in a complementary market, but on average the statistics prove this 

convergence to be the nature of the IT sector. Failure to adapt is proven in reality by 

the Canadian firm Research In Motion (RIM), owning in its portfolio the billion dollar 

product Blackberry. The company, now known as BlackBerry L.t.d. (NASDAQ: 

BBRY), failed to adapt to the new radical innovation that, starting from 2008 was 

revolutionizing the smartphone industry: the touchscreen. The company, during the 

years, managed to acquire a good share of the market through its keyboard device, 

the BalckBerry, an item that every businessman in the world needed to have. To 

grow, they targeted the segment of the market that needed a simple tool to work with 

(send emails and navigate) in any place, at any time. When Apple launched the first 

working touch screen phone, they realized the market was shifting, but the directors 

weren’t prepared enough to adapt to it. Mr Lazaridis, the creator of the first 

BlackBerry strongly opposed the adaptation, while the other CEOs wanted to adapt 

with a product that, unfortunately was of a lower level and always late to the market: 

the Z10 (The Globe and Mail). 

The adaptation failure was reflected in the stock prices of the company: 
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Table 8: Balckberry Ltd Stock Price 

 
(BlackBerry Ltd) 

 

In a study conducted at the University of Portland, we can find proof that all the 

resources of the businesses of the high tech clusters are deployed for a specific 

subsector of the IT sector. The authors built the study on a dataset composed of 14 

US cities, which contained the main centers of the American high-tech sector. They 

divided the IT sector in 4 subsectors: “Computer & Electronic Product Manufacturing”, 

“Software Publishers”, “Information Services & Data Processing Services”, and 

“Computer Systems Design & Related Services”. 

The first resource that is analyzed is the workforce. As we can see below from Table 

9 each area has its own specific segment of the market in which most of its 

employees concentrate. San Jose’s statistics are describing the importance of the 

Silicon Valley Cluster for manufacturing computer related products, while Boston's 

workforce is especially oriented towards Software Publishing jobs. 
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Table 9: Location Quotients for Employment in High Technology Industries, 
1997 

 
(Cortright, 2001) 

 

These areas are extremely essential to the national economy as they account for the 

main centers of innovation in the country. 

While nationally, metropolitan areas issue 38 patents per thousand workers, our 14 

metropolitan areas show a higher level of patents ratio: 62 patents per thousand 

workers. This is peculiar to the characteristics of our areas, which are indeed high 

technological centers, which, by definition, should have a higher level of innovation 

than the national average. 
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Table 10: Location Quotients for Selected Technologies, 1994-98 Patents 

 
(Cortright, 2001) 

 

Among the above table, the metropolitan areas can be divided in two categories: 

cities like Washington, Raleigh-Durham, San Diego, Boston and Seattle are strongly 

specialized in the Biomedical field; while cities like San Jose, Phoenix, Portland and 

Austin tend to focus their specialization on Electronics. This gives us a strong result 

on the outcomes of clusters. Here we see how, except for the unique zone of San 

Jose, the rest ended up to specialize in one and only specialized category. The region 

will ensure its future life by building this center of innovation, which will need to be 

recognised into the world market. A good example of our reasoning is the area of 

Boston, which is extremely efficient in the development of Biomedical technologies. 

From this last Table 11 we get from the study we are able to see how the lifecycle of 

the cluster will only foster the specialized layer by decreasing the efforts put into the 

other layers. In this particular study, by effort we mean financing. We need to take it 

into account as it is the common food resource innovation is eating, the underlying 

condition without which there would be no start up activity. When the cluster is 

worldwide known as a center of innovation, it is likely that it will attract new and 
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foreign investments from every corner of the world (given today’s new communication 

tools which are allowing for to ease the practice of international management). 

 

Table 11: Location Quotients for Venture Capital Investments in Selected Metropolitan 
Areas, by Industry Segment, 1996 to 1999 

 
(Cortright, 2001) 

 

What is peculiar is that 46% of the national investments of venture capitals was 

directed towards the 14 metropolitan areas. In those, 60% of the total capital was 

directed towards 5 metropolitan centers. Hence, after having seen the patents and 

the financing analysis, we can empirically state that innovation is driven by clusters in 

the US.  

From the above table we can infer another argument, which is related to our last one: 

funds are channeled towards few and specific subsectors of interest. Here we see 

how, not surprisingly, Boston is allocating most of its venture capital funds to 

“Software & Information” and “Biotechnology” and how San Diego is focusing almost 

all of its funding resources towards the “Medical Instruments/Devices” category. Here 

the phrase should be re-formulated to mean the opposite: it is the funds that are 

directed towards the most proficuous sectors, not vice versa. 

The tables I wanted to report from the study are representing the quotients forms of 

the data collected. This is useful to have cluster data related to the national economy, 

in order not to take into account for subsector divergent characteristics. Some 

subsectors like the “Computer & Electronic Product Manufacturing” are by nature 
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counting more employees than others like the “Software Publishers” or the 

“Information Services & Data Processing Services”, as the latter are not even 

requiring a processing department to build up the final product (Cortright, 2001). 

2.3 Hypothesis 

When individuals decide to establish a company they can either take account of the 

industry location (locating next to its suppliers, customers, or both) or simply locate 

where it is convenient at that time. As of now, the trend is to locate where the 

company could benefit from a pool of experienced employees. In an era driven by 

knowledge-based resources the roots of this phenomenon are easily recognizable in 

the rising of the outsourcing of different activities of the corporation. When firms are 

risen from the duty of co-location next to their value chain partners, its executives will 

decide to locate depending on the core competences of the startup. An IT startup 

may decide to locate in the Silicon Valley, while a winery might prefer to locate in the 

Californian San Joaquin Valley, where one of the leading wine clusters rely (Porter, 

1999). 

What I want to stress here is that industry co-location is nowadays not crucial and we 

should not analyze firms from the core competence they have developed. Support 

activities are extremely available in almost every corner of the world. 

As globalization drives the modern world, geographical proximity becomes 

insignificant in its mere sense. Why would we need to go to Beijing for a meeting if we 

can talk on Skype?  

Many researchers are trying to prove the insignificance of geographical proximity in 

the economical context of today. This might seem a plausible consequence of the 

increased ability to connect worldwide with any other business of the world, however I 

found more plausible to believe the opposite. In fact the increased opportunity of 

information sharing only renders futile, or almost, the marginal competences of your 

firm. This is due to a simple fact: on the other side of the world there might be 

someone more specialized than you, that delivers only one part of the production 

chain and for this reason might perform better and at lower price, and, now you can 

externalize the work to him with the same ease as you would have done with your 
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neighbor. The difference is that now the market on which you can offer your services 

does not limit to your region but it is worldwide. 

To give a personal example, me and my business partner were able to exploit the 

services of Mobisoft, ranked 4th between the best mobile application developers in 

the whole world. We were able to exploit the expertise of the Mumbai IT cluster. We 

share this ability with any other executive of the world that needs an application, and 

this reinforces the Mumbai cluster by giving them the ability to extend their demand 

beyond national boundaries. 

Stéphane Garelli, Director of the World Competitiveness Project at IMD has studied 

how modern competition has developed. It its study Competitiveness of Nations: The 

Fundamentals he explains how the international competitive game has changed. The 

common trend is one: “Frontiers between nations are losing importance”. He also 

introduces an important term: Holism, “a tendency in nature to produce organized 

wholes, which are more than the mere sum of the components’ units (as defined by 

the Shorter Oxford”. An agglomerate of firms, composed of specialized firms, is able 

to carry out its activities without the need of being geographically close to its end user 

(Garelli, 2006). 

Clusters are then becoming agglomerates of firms of the same layer, who are 

competing also with each other. We have already explained in the theoretical part 

how the common pool of resource enables them to gain a stronger position towards 

the rest of the world. Employees in the cluster are extremely mobile and from one firm 

to the other they acquire expertise. This expertise attracts other expertise and results 

in a worldwide reputational gain. This gain reflects also in a higher demand. When the 

cluster starts to reinforce itself in a particular layer the complementary activities 

become excessive practices to carry out. It is embedded in human nature to end up 

doing the work they are best at. What was then stopping this process of evolutionary 

specialization? The means by which we interact are the main suspect. 

Communication, the flow of information is changing, becoming faster and global. 

Every year the world shared information increases, more and more people are able to 

have a minimal education. 
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This directly affects the abilities of workers to pursue the job that fits their capabilities 

at best.  The discussion on the cost benefit analysis of specialization has been going 

on for decades.  

The reasoning made by Delgado, Porter and Stern in their 2010 article is in contrast 

with our hypothesis. They affirmed that if an industry increases the demand for 

complementary products, the industry will be fostering entrepreneurial opportunities 

and so entry in the cluster. Thus, the authors come right away with my same 

hypothesis: is specialization fostering the cluster’s entrepreneurial activity? The 

findings result in an ambiguous outcome. First of all, before jumping to their results, I 

want to report the accuracy of their econometric model. In order to measure the 

startup activity within regions they created two variables: number of establishments 

by new firms and the employed workers of these firms. Also, they accomplished the 

hard task of circling out the role of the regional cluster by accounting for related 

industries and clusters lying outside the industry. 

The final model comprehended the following variables: 

 

Table 12 

 
 

The dependent variable is composed of a rate between the level of startup activity 

between two lapses of time: 2002-2005 over 1991-1994; this represents the growth in 

startup activity of the cluster. In order to control for “unobserved factors” the authors 

inserted the constants αi, αr, αo, which represented industry fixed effects, regional 



54 
 

fixed effects and initial fixed effects respectively. The first independent variable LN 

(Start-Up Activity i,c,r,1991-1994) has negative coefficient, which represents the negative 

effect of initial startup activity on future growth of startup activity (before named 

‘convergence effect’). The second independent variable LN(Industry Spec i,c,r,1990) 

measures the level of specialization of the industry in 1990 (this is the key variable for 

my hypothesis). By relating (with a division) the “share of regional employment in the 

industry” with respect to the national industry, the authors are able to create this 

variable measuring by how much this industry is “over represented” in the economic 

activity of the region with respect to the national level. The same reasoning is applied 

to construct the third variable: LN (Cluster Specoutside i
i,c,r,1990), which in contrast 

represents by how much the sector is relevant in the cluster. To measure the strength 

of the environment around the cluster, Delgado created the fourth variable: LN 

(Linked Clusters Spec outside c
c,r,1990). Finally the last variable is LN (Cluster Spec in 

Neighborsc,r,1990); it is linked to the fourth variable, but it represents the how specific 

are the industries in the area surrounding the cluster. 

The results prove the authors to be right in their three hypothesis:  

1. the region-industry growth rate of start-up activity will be declining in the initial 

level of region-industry start up activity. 

2. the empirical relationship between industry specialization and the growth rate 

of entrepreneurship in that industry is ambiguous, and will depend on the 

precise nature of competition (cost-based or innovation-based) and the pattern 

of strategic interaction between entrant and established firms. 

3. the growth rate of entrepreneurship will be increasing in the strength of the 

cluster environment in the region. 

While the first and the third hypothesis are confirmed by the empirical results, I want 

to go into deep into the results of the second hypothesis, which is also confirming my 

theory. The authors show the empirical results of their econometric model in tables 13 

and 14. 

Here we see how a 1% increase in industry specificity will increase the industry 

growth of startup employment between 3% and 28.3%.  
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Table 13: EA-industry growth in start up employment (N=53213) 

 
 

In addition, in the following table we see how a 1% increase in industry specificity will 

increase the industry growth of startup employment by 11.54 on average (between 

the quartiles); and a 1% increase in cluster specificity will increase industry growth by 

3.58%. 
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Table 14: EA-industry growth in start-up establishments (N=53213) 

 
 

While from Table 14 we see how a 1% increase in industry specificity will increase the 

growth in startup establishments by 24.98% on average; and a 1% increase in cluster 

specificity will increase the growth in startup establishments by 4.66%. 

The ambiguity of their findings are clearly shown by the alternating signs of Table 14. 

With regards to the regressions 1 and 2, the coefficients are negative, showing that 

the specificity is decreasing the number of new startups, while when they include the 

industry fixed effects (stemming for possibility of shocks and crises), the coefficients 

become significantly positive (Delgado, 2010). 

We could then ask, why do clusters need to be this sector specific? They do as 

technology is the substitution of a human capability, and as such it needs to be 

uniquely created by a human to carry out some tasks at a larger scale. The 

Information Technologies are able to substitute our work with a higher reliability of 

performance, but with a low flexibility to change. In fact IT creators are trying to 

‘teach’ to the machines to be prepared to respond to heterogeneous situations. 

We can conclude that the main driver of specialization in clusters is growth, the 

increase of reputation demand and expertise of a particular subsector of the industry. 
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Lately, economic growth has been driven by young sectors, like the IT one. This has 

created an optimistic smell around the sector, which is nowadays attracting 

investments and human capital to shift their work towards, with or directly in the 

sector. Frank Hefner, in his Chapter on Cluster Theory, calls these “hot industries”, 

which are attracting also the interest of Institutions, which see in it an easy way to 

gather consensus and seek for economic development (Hefner). 
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3. Public Policy 

Governments, in seeking for new tools for economic growth, have considered cluster 

development as one of the main means to conduct regional and national growth. As 

we’ve seen in the theoretical framework, researchers acknowledged that clusters are 

in fact proven to be drivers of growth. For what reason, to what extent, and under 

which conditions has now come to be a matter of many debates among economists, 

where the broadest theory has usually come to be the standard, taking for example 

Porter. Nonetheless, there is still an open question on which we can apply our cluster 

theory: how should governments study and interact with clusters? 

 

3.1 Analysis of Clusters 

Under this paragraph we’ll go over the first step towards a proper Government 

regulation: the analysis of clusters. This is a very open question, even today, after 

Porter’s re-assemblement of the whole cluster theory.  

3.1.1 Variables 

As explained in the theoretical framework Porter uses employment quotients to 

compare the extent to which an industry is important to the region with the degree of 

importance of a region to the whole nation (Hefner). After having identified the main 

variables for cluster performance and having categorized them, with quotients we are 

able to attach a weight to each variable. This weight represents by how much the 

variable is more pronounced with respect to the national variable. 

3.1.2 Boundaries 

It seems plausible to analyze the region as a whole. If we extrapolate the cluster from 

its roots we might lose some interlinks that are present between the cluster and other 

regional industries. These forces make sense if we analyze the whole, they do not if 

we analyze industries on an independent basis. The interlinks are the external forces, 
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legal agreements and externalities produced by an industry and affect another 

industry of the region. 

A recent example of an analysis of a region is given by the 2002-2003 partnership 

between the ISC (Institute for Strategy & Competitiveness) at Harvard University and 

the South Carolina governor Jim Hodges. One of the many initiatives that the ISC has 

started in collaboration with local governments. Wherever a cluster is found, 

economists with a knowledge in clustering are able to match the needs of regional 

institutions. 

In this partnership Porter was called to analyze the economic dynamics of the state 

and elaborate a strategy. He came out with a list of “Identified Clusters” in South 

Carolina. We can see here in figure 2 how he included basically every industry of the 

region. 

 

Figure 2: Clusters Identified in Porter Study of South Carolina, 2002 

 
 

After analyzing a cluster the regulator ended up taking into account every functioning 

industry of the region. Industries that affect or are affected by the Cluster in question 
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must be taken into account but only to the extent to which they link to the cluster. By 

this I mean that every business must have links to the external world and as such 

every cluster must have links as well, but a regulator should only take into account 

the effects not the surrounding industries, as they were part of it. 

What is then the difference between clusters and industries? We know that an 

industry must be interconnected (vertically) to be alive and the Harvard professor 

defines clusters as strongly interconnected companies and institutions. How are 

governments going to define clusters in order to be able to separate them from 

normal industries and be able to foster them? The definition that a government gives 

to a cluster is fundamental to the intervention outcome. Given that government action 

always come with costs, local or national authorities need to be sure about the 

precise definition of clusters before they allocate funds. There is no general and 

universally accepted definition of cluster. Every agglomerate must satisfy the 

conditions reported in the theoretical framework (chapter 1) to be considered a cluster 

(Hefner). 

If the study conducted by the institution should seek for the main drivers of the 

economics growth brought by clusters, it should also search for the causes and 

consequences that a cluster focused action might bring to the regional economy. 

 

3.2 Action 

3.2.1 Tools 

After the cluster is analyzed, the next step is to decide what are the best tools to use 

to intervene to the cycle. Tools could be of any type or level. Lately, many 

governments are seeking not to rely on pure financial tools to give help to an 

economic situation of any kind. Governments are trying to create new and different 

tools to affect directly the real economy. 

International institutions like the IMF (International Monetary Fund) and the World 

Bank have used the following to interact with clusters: 
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● “incubators” 

● industrial areas 

● “targeted recruitment” 

● “enterprise zones” 

● “foreign trade zones” 

● ”centers of expertise” 

 

The set could be composed by an infinite number of tools, but the regulators should 

have a base on which tools should be considered appropriate. What we see from the 

above tools is that they are all oriented toward a specific objective. The latter is the 

common base on which they should be discriminated. While funds could be a needed 

tool they should also be addressed toward the objective. For example they could be 

used to create incubators or recruit a sector specific expert team. 

3.2.2 Decisional Power 

The decisional power could be coming from any institution which decides to help the 

businesses in the cluster. However, one common rule should be in place: subsidiarity. 

The rule limits the power to the lowest institution level that has the maximum 

efficiency and effectiveness toward the matter. If a local institution, even from a rural 

area, has a prolonged experience and knowledge of the dynamics of the cluster that 

institution should have the control of the intervention program.  

Also, the authority that is acting directly on the firms should be financed and helped 

by the national government as the latter will be benefiting indirectly from the cluster 

prosperity. The political form of the nation will inevitably affect this relationship. 

Federal forms of government are allocating many matters to the local institutions and 

as such they might be more in line with the subsidiarity principle.  
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3.3 Ex-Post 

3.3.1 Picking Winners Government Creates Losers 

Who receives government support will inevitably distort the competitive equilibrium of 

the region. In macroeconomics 101 it is taught that if a government enters the game 

and affects the competitive dynamics in between firms it will distort competition: the 

demand and supply curves. Shortly, by helping one player or one category of players 

(assuming that regional development is cluster directed policy makers should target a 

sector) governments will decrease the slope of their supply curve, allowing them to be 

more competitive with respect to other sectors and shifting the regional pool of 

workforce and R&D towards it, as it is the most profitable sector. (Sanders, 2013) 

If the demand is extended globally, then the market competitors are internationally 

wide and disperse; this means we cannot take into account this kind of reasoning, as 

the local cluster will be benefiting from government intervention and it will be able to 

better compete with a global point of view. 

Now the main question is if the outcome of the government action will be 

outperforming the decrease led by the decreased competition. Depending on the 

cluster examined a cost benefit analysis should be formulated (Hefner) 

3.3.2 Do not Replicate 

As we stated in the theoretical framework clusters economists did not find ways to 

build clusters from scratch. Policy makers should not try to replicate other areas and 

foster clusters without the presence of a natural tradition for the specialized layer of 

the chain. Workers should already have a knowledge base from which the cluster 

should be naturally built on. There is no universal recipe to build a high tech cluster. 

Even if clusters present similarities in specialized R&D, employment and innovation, 

they also show a highly variable specialization in each sub-sector of the above-lying 

technology (Cortright, 2001). 

3.3.3 Monitoring 

As any other intervention requires, an ex-post activity is required. As clusters are a 

form of an economic phenomenon, they constantly change, taking different forms. 
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Clusters are formed by firms, which are formed by people and as such they change, 

they develop trends and take unexpected paths. Forecasting the outcomes of a public 

policy is a task that must be done on a constant basis. Relying on past experience or 

other clusters’ developments is a risky task. This is because clusters are different 

from each other. It is in their nature to be differentiated from ‘normal’ industries. The 

meaning is embedded in their essence, their uniqueness with respect to other 

agglomerates of firms of the same sector. 

However, in order for a public policy to be put into place, there must be a minimum 

amount of certainty. This certainty will not only be given by a prolonged ex-ante 

analysis but also by a dynamic ex-post activity. This ex-post activity will include the 

monitoring process. Monitoring is the activity of looking at the results of a policy, 

following its implementation time by time. It will require a dedicated task force that 

constantly analyses the firms in the clusters and the links in between them. Looking at 

the contractual activity between them is a good tool to implement a monitoring 

strategy. It will show how the firms are relating to each other. However a competitive 

analysis should include a detailed internal analysis of the cluster, it should also 

analyze the global demand on which the businesses of the cluster are competing on. 

When the task force has looked at every indicator that the public sources offer, they 

should also require a constant feedback from the decisional departments of every 

firm. They will be able to give insights that are not publicly mentioned. The interlinks 

and the dynamics are to be analyzed from the feedback sources.  

 

3.4 European Action 

3.4.1 European ICT Poles of Excellence 

European institutions are addressing a part of their work to foster the already present 

ICT areas located in Europe, which are able to compete with the world ICT clusters. 

These are called the “European ICT Poles of Excellence” or EIPE. They are defined 

by the EU authorities as “geographical agglomerations of best performing Information 
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and Communication Technologies production, R&D and innovation activities, located 

in the European Union, that exert a central role in global international networks”. 

This is a clear example of an institutional intervention addressed towards sector 

specific clusters. The center constructed a detailed system of variables which are 

found to be affecting a cluster. 
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Table 15 

 
(Nepelsky) 

 

We see from Table 15 that the chosen variables are grouped into 3 characteristics: 

“Agglomeration”, “Internationalization”, “Networking”. Next, these characteristics are 
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grouped into 3 main activities of the firm: R&D, Innovation and Business. A peculiar 

finding is that universities have a strong power in R&D activity as they have 5 

variables affecting it and indirectly affecting the other 13 variables.  

The report took into account 3 centers of innovation: 

● Munchen, Germany; 

● Inner London East, London, UK; 

● Paris, France; 

● Karlsruhe, Stadtkreis, Germany; 

In analyzing these ICT agglomerates, the EU authorities found the following variables 

to be extremely representative of the area: “Centrality”, “Growth in ICT employment”, 

“Growth in turnover by ICT firms”, “Location of ICT firms”, “Inward ICT R&D 

Internationalization”, “ICT patents”, “International innovation collaborations”. The key 

variables above mentioned are perfectly in line with the drivers listed in the 

Theoretical Framework. Accordingly, as of now, in Europe the current theory was able 

to find the drivers of the cluster activity and this empirical analysis gave proof of it. 

The EIPE report is neutral to the cluster management method, but it is aimed to report 

the dynamics, the trends that European clusters are taking. In the report we see that 

only a very small number of EU regions demonstrate intensive ICT innovative activity, 

and they concentrate a large share of the total European innovative activity. This fact 

should be carefully analyzed and taken into account when a continental action should 

be taken.  

This European approach does not contrast our subsidiarity principle as the EU 

authorities do not act directly on the clusters of every nation. They rather partner up 

with local authorities to analyze the current dynamics of the firms in the area, 

elaborate a strategy, implement it and monitor its outcomes. 

What comes out from the Joint Research Center of the European Commission is a 

detailed analysis in which the resources allocated to the ‘Poles of Excellence’ result 

dispersed. Most of the R&D investments is dispersed between the regions with low 

R&D. The same reasoning was found to be true also for the Innovation and Business 

activity. However the funding, as other public resources should be channeled towards 

those centres that are in fact proven to be driving the greatest economic activity of the 
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sector. The overall study outcome is showing that the greatest percentage of the ICT 

activity in EU is focused in clusters. This concentration is shown by the enormous gap 

between the top scorers of the ranking (first 5) and the followers. 

 

 
 

The composite performance of the three activities in clusters are shown by the “EIPE 

indicator”. They are extremely pronounced among the top 37 regions and relaxed 

among the other 1266 areas, who are not considered clusters but simple 

agglomerates of ICT related firms. 
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3.4.2 Smart Specialization 
 
The EIPE report is part of a larger set of initiatives that the European Commission is 

assessing to foster European clusters: Smart Specialization concept. The programme 

is aimed to channel the resources of every region toward the stronger sectors of the 

area. The EU has understood how the dispersion of its resources was “limiting the 

impact in any one area”. One key concept of the cluster theory is applied also by the 

European research center. One of the rules of the Smart Specialization concept tells 

the regional authorities to “avoid unnecessary duplication”. The concept by which 

clusters are not replicable and as such institutions should not try to replicate them by 

searching for the characteristics in a region (Regional dimension of innovation). 

The tool by which this concept takes form is the SM3, the Smart Specialization 

Platform. Through this platform regions and countries are able to follow the European 

strategies and suggestions to conduct a proper regional policy and foster its core 

sectors. Also, the platform provides the analysis of the JRC, Joint Research Center, 

with regards to each European Region (S3 Platform). 

In particular, the platform promises to any underlying institution to carry out the 

following tasks: 

● “Providing guidance material and good practice examples” 

● “Organising information sessions for policy makers and participating in 

conferences” 

● “Providing training to policy-makers” 

● “Facilitating peer-reviews” 

● “Supporting access to relevant data” 

● “Participating in high quality research projects to inform strategy formation and 

policy making” 

By reading these proposed tasks the EC proposes the SM3 as a real partnership tool 

between every region and its subsidiaries. If a joint partnership is the right tool to 

interact with regional clusters is an open matter that calls for further research and 

experiments. 
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4. Bangalore ICT Cluster 

The indian city of bangalore hosts one of the best ICT clusters in the world. I will go 

through its characteristics to find evidence to attach to the theory already explained. 

4.1 Birth 

4.1.1. Incubation 

The Indian region was colonized by the UK of King George the fifth until 1947. Until 

those years the nation’s economic situation was exploited by the British colonies. 

England was colonizing the indian region to extrapolate a constant amount of raw 

material from it, for example, the salt commerce. The outcome of the colonization is a 

deep diversity in the cultural and economical dimensions. 

4.1.2. Nucleation 

While the external environment, the global demand, was increasing its demand for 

programming skills and IT developers, Bangalore was setting the ground to host the 

supply of this global demand. While Bangalore had a perfect structure for hosting a 

low cost workforce, other centers of innovation like Mumbai were not able to recreate 

the basic characteristics, like the low cost real estate. Bangalore was the city with the 

highest level of infrastructure services, but with the lowest cost of life. 

4.1.3 Agglomeration 

As we saw in the Theoretical Framework, the agglomeration of an economic form is 

usually driven by the growth of a business “unit”. This unit grows, increases its 

demand, connects to new suppliers and customers. The process will inevitably lead to 

an increased demand along the curve. If suppliers and retailers will be ready, the 

vertical chain will drive the agglomeration. If competitors understand the profitability 

and enter the market by locating in the region, they will form an “horizontal 

agglomeration”. Usually, in the process of growth, both the vertical and the horizontal 

agglomeration forms mix up to satisfy the rapidly growing demand. What we can see 

is the proof of our hypothesis. With the increase of the level of connectivity and a 
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more global demand the Bangalore ICT cluster is now hosting companies of the same 

layer, for a highly specialized, but globally competitive, cluster. 

4.1.4 Attrition 

This is the counter effects of the clustering phenomenon. By being an accelerating 

phenomenon, the cluster does not find its equilibrium, its firms increase more and 

more, the existing firms either try to cut a share of the global market or decline leaving 

space for new entrants. We have already explained that as long as the turnover of 

firms is high and the employment conditions ground a mobile business to business 

market, the cluster will be dynamic and vibrant. However, in the attrition stage, 

existing firms start to create barriers for new entrants, or simply relocate to new 

regions with a lower demand. This is because the attractive land of the cluster might 

lead to rising prices of the infrastructures and for the human capital in it. This, 

consequently leads to a stable clustering activity, in which the turnover almost stops 

as the players start to breathe risk and diminishing market opportunities.  

The Bangalore cluster is now hosting this stage. The cost of human capital is rising, 

reaching the national standards. Companies like Apple and Fab-city are closing their 

retailing outlets relocating in new and vibrant clusters that host an international B2B 

demand, like Dubai. Infrastructure complaints increase, and firms start to think 

whether it is more convenient to complain or to relocate. Between all these causes 

the Bangalore ICT cluster is shifted to the 8th Position among the centers with the 

highest level of growth in the world. It is still globally competitive, but as we said, a 

cluster that stops its growth will not stay alive for long. A cluster needs growth to stay 

alive and innovate, a stall period is equal to a decline (Manimala, 2006). 

 

4.2 A Few Statistics 

In India, since the 1980’, the cluster of Bangalore is considered the first center of 

innovation of the ICT sector. It hosts more than 12000 software companies, among 

which the software developed belong to the subsector of:       
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● “System (16%)” 

● “Application (28%)” 

● “Communication (11%)” 

● “Services (29%)” 

● “Integrated circuit design (4%)” 

● “General (12%)“ 

 

In percentage, the subsectors are well distributed, with “Services” and “Application” 

above all others. The employment conditions are strictly related to the Indian relaxed 

employment regulations. However the region, with 40000 Phd. graduates who work in 

R&D departments, attracts and grows the largest ICT experts of the city.  

The US department of defence created a method to analyze the level of development 

of software firms, called the CMM (Capability Maturity Model). In it firms are analyzed 

on the basis of the maturity of their development skills and then leveled with 5 

different quality scores. The world hosts 40 software companies at the highest level, 

the “optimizing” level, with firms that are not only master in the development 

processes, but also leading the way towards innovative processes. Bangalore hosts 

18 of the 29 “optimizing” level companies in India. 

As we have already said the region needs to have representative actions to get 

together the forces of its firms. The city hosts the biggest ICT conference in Asia, the 

BangaloreIT.COM (Manimala, 2006). 

 

4.3 How the Government Understood the Potential 

In 1986 the market was fully liberalized, the government saw the wave coming and it 

brought down the import/export duties for ICT products or services down to zero. The 

reform was a pre-emptive action, for the ICT world that was coming. If a government 

cannot create an ICT cluster, it can clear the way, base an experiment and see 

whether or not a cluster was actionable. 

The so called, Department of Electronics, or ministry of IT, created the first Software 

Technology Park of India, which was mainly purposed to satisfy an export demand of 
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the ICT sector in 1991 that was about to be the fastest growing sector in the world. 

The government also created and launched the first indian independent satellite for 

an indian “exclusive” internet gateway. Moreover, the region of Karnataka, whose 

capital is Bangalore, hosted the first IT policies of the indian nation and as such it 

attracted associations and financial corporations like the Karnataka State Financial 

Corporation (Manimala, 2006). 

The institutional help was concrete, effective, dynamic and rightly predicting future 

happenings. We can definitely conclude that among the clusters that we have 

analyzed in the first chapter this is the one that is born through a public intuition. 

The government also sponsored an “incentive package” to foster the location of  

An incentive package and concessions were made available to industries installing 

themselves in areas around the city of Bangalore, which were identified as backward.  

 

4.4 Causes 

In the first of its conferences at LUISS Guido Carli, the Pulitzer Prize Jared Diamond 

explained his reasoning to analyze the causes of any economic activity. He made a 

distinction between “proximate causes”, the ones dependent from other causes, and 

“ultimate causes”, independent from any other cause, they are the start of the process 

for which a particular economic event has occurred. He says that any researcher 

needs the “ultimate cause” to explain an event, but to find them he must go 

backwards between the “proximate causes”. 

4.4.1 “proximate cause” 

The Bangalore ICT cluster was able to meet the global demand by providing highly 

skilled programmers at a low cost. Low cost means, not only that their wage is on 

average lower than a European or American programmer, but also that their services 

can be acquired with a lower level of duties and bureaucracy. It is obvious that with 

such relaxed measures the risks of frauds and legal issues increases. Also, when 

exporting their services, the Indian corporations do not face payment risks as they 

develop a unique service that their buyers are not able to analyze, resell nor keep 
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updated. Therefore, a European contractor, for instance, will not be able to get ahold 

of the full product (the coding), whatever language it is written on (Objective C, Java, 

etc.) every programming company has its own writing type and it keeps 

documentation of every relation in its subjects. We can now understand that the 

nature of this market is characterized by long term collaborations. Examples of 

collaborations could be the relocation of many international players like: “Infosys, 

Wipro, Tata Consultancy Services and Microland, the world’s leading IT companies 

like GE, Texas Instruments, CISCO, Digital, IBM, HP, Compaq, Motorola, Lucent 

Technologies, Microsoft, Sun Micro Systems, Oracle, Novell and several others” (Dijk, 

2003). 

4.4.2 “ultimate cause” 

The “ultimate cause” is not easy to find in every phenomenon. In our case cluster 

formation is the consequence and the government intervention is only a further step, 

the “proximate cause”. The “ultimate cause” is the reason why the government saw a 

potential in the region. It is embedded in the region characteristics, in its human 

capital, in its culture. 

The main cause can be found in the interception between the development of the 

global demand that was searching for a low cost service and the fulfilment by the 

Indian region, that could provide highly skilled labor at a low cost. 

Also, the pool of expert force is created by “existing R&D institutions, universities” and 

other centers of innovative centers of research. As we said the labor force is 

completely diversified, thanks to the English culture that has affected the low level 

pool of employees with an advanced managerial culture. Finally, the english culture 

has been a basic tool of information that, luckily for India, it has become the 

international language (Dijk, 2003). 

 

4.5 Outcome 

What we can derive from the example is that a government action cannot fill in the 

spots where natural and cultural resources should be already be based, however, in a 
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later stage, once the process has started, institutions could enter the game. The most 

important fact is that the institution has understood the dynamics of the cluster and of 

the global market, being able to forecast the outcomes of the global demand, in order 

to intervene correctly with directed funds and associations. 
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Conclusion 

From the theory we understood that a cluster is not reproducible in any condition at 

will, however the government could act ex-post to foster its growth and more than 

anything, make sure there are no institutional barriers that are stopping its growth. 

The theory was based on past events and a deep economic analysis. However 

empirical findings show that ICT clusters are featuring the same trend: specialization. 

Although, the some economists are applying the globalization concept to say that 

clusters will inevitably to the ‘obsolescence’ of location, I found the opposite to be true 

in several analysis of the current economic situation. Globalization will lead towards 

the opposite, people will be able to do what they want, next to their similar. People will 

be able to locate where their skills will be extremely valuable, as now, from there, they 

will be able to satisfy a global demand. 

Will specialized clusters revolutionize the division of the global economy? This is an 

open question that calls for further research.  

If we look into the evolution of the global economy some I believe that clusters will 

become so important to drive innovation and specialization that they will be the only 

source of economic activity. This is an extreme case, in which every cluster, 

specialized in a particular layer of its sector will be so competitive that will remain the 

only region to satisfy the global demand. As we’ve already said, why didn’t this 

process happen yet? The causes can be many and different from each other as we 

are analyzing an economic behaviour. However, we could state some frictions that in  

the future might change. The global communication has changed, increasing the 

ability to work far from other departments of the same firm. The difference among 

people living in the same region has vertically maximized, up to the point in which 

cultural frictions are almost non-existent in some countries. We expect the latter to 

ameliorate with time. Finally, we’re in the middle of a consumer-oriented revolution, in 

which people became aware of their potential and of the ability to pursue their 

dreams. Thanks to the globalized economies of today we are able to experience any 

kind of product from our home region and become aware of what we can do. If we link 

this with the willing of a human to become an expert of his sub-sector, we understand 
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that it is only a matter of time before this increased mobility will inevitably lead 

towards a movement of personnel of any sub-sector towards the region that is 

internationally competitive in carrying out the task of that sub-sector: the cluster. 
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