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Introduction 

 

The right to privacy is part of the 1950 European Convention on Human Rights, which states 

that everyone has the right to respect for his/her private and family life, home and 

correspondence. On this basis, the European Union has attempted to ensure the protection and 

respect of this right through legislation. The EU recognized the need for modern types of 

protection, as technology was becoming highly developed with the invention and spreading use 

of Internet. Thus, in 1995 the European Data Protection Directive came into force and 

established a minimum data privacy and security standards, upon which each Member State 

based its own regulation. Then, as the amount of personal data held by organizations continues 

to rise, so does the responsibility for its secure storage and ethical use. Regulators recognized 

that the existing laws were insufficient and, in response, the GDPR replaces the Data Protection 

Initiative of 95/46/EC. 

Due to the rapid development of technology and the Internet, the European Union felt the need 

to protect citizens’ rights and to harmonize the data protection laws of the 28 EU member states. 

To accomplish this goal, the European General Data Protection Regulation (GDPR) was 

adopted. The EU decided that one major way to enhance harmonization through the new law 

was to enact it in the form of a regulation, rather than a directive.  

The regulation aims to harmonize data privacy laws across Europe, to protect and empower 

data privacy for all EU residents, and to reshape the way organizations across the region 

approach data privacy for EU residents wherever they work in the world. The GDPR is also 

designed to address technological and societal changes that have taken place over the last 20 

years by adopting a technology-neutral approach to regulation. This law applies to both EU and 

non-EU companies that collect, process, or store information on EU citizens as well as on non-

citizens while they reside in the EU. The GDPR has brought significant changes for both EU 

and non-EU organizations, such as the following ones: the increased scope, as it will impact 

almost every organization that is based in the EU, as well as every organization that does 

business in the EU, even if based outside the EU. It substantially increases the maximum 

penalties for non-compliance to the greater of €20 million, or 4% of an organization’s 

worldwide turnover. It raises the bar for compliance by requiring greater openness and 

transparency about how organizations process personal data and it imposes tighter limits on the 

use of personal data. It also gives individuals more powerful rights towards their personal data.  
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One of the hopes is that by slim-lining data legislation with GDPR, it can bring benefits to 

business. Indeed, the European Commission claims that GDPR will save €2.3 billion per year 

across Europe. Moreover, having a Single Supervisory Authority (SSA) for the entire EU will 

make it simpler and cheaper for businesses to operate within the region.  

However, regulations have costs, which are meant to be recovered by the expected benefits. In 

terms of additional spending on consulting services and technological solutions, 74% of small- 

and medium-sized organizations spent more than $100.000. Notably, 20% spent more than $1 

million. More than one-third (34%) of these organizations spent anywhere from $100,000 to 

$499,999 on GDPR compliance. Only 6% of all organizations spent less than $50,000. But, the 

full GDPR cost was actually much higher than that, counting in this lost time. Indeed, the 

average company spent 2.100 hours in meetings. And, for larger enterprises, that figure is much 

closer to 9.000 hours. All of those hours increased the total GDPR cost notably.  However, there 

is nothing that demonstrates the effort was a waste of resources. The value of personal data 

being safe, or at least handled according to this regulation, could be worth this sum plus 

whatever other costs there are. Organizations need to balance the cost of implementation with 

the benefits of becoming compliant.  

Small- and medium-sized companies and startup companies have struggled to comply with the 

GDPR. This is because the data in most cases represent a fundamental asset for startups. It is 

through data collection that a business or management has the quality information they need to 

make informed decisions based on further analysis, study, and research. Data collection allows 

them to stay on top of trends, provide answers to problems, and analyze new insights to great 

effect. Indeed, a database, if well constituted and GDPR compliant, could represent a form of 

gain and competitive advantage for a startup. However, in order to become compliant, startups 

have to comply with the three basic principles of the GDPR: accountability, privacy design, 

and privacy by default. This causes an increase in the costs to be incurred. But, despite the 

initial effort, the GDPR urges the startup firms to manage their data in a transparent, 

responsible, and accountable way. This is fundamental in order to obtain a permanent position 

of advantage on the market by mitigating risk and saving money in the long run.  

Nevertheless, irrespective of the expenses that GDPR compliance calls for, following the 

regulations has become a mandate, owing to the growing public concerns over data collection, 

storage and dissipation. Indeed, it creates a harmonized duty to secure personal data for 

controllers and processors and guarantees the protection of EU citizens’ fundamental rights to 

data protection.  
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The work is structured as follows. Chapter 1 illustrates the new emerging phenomenon of Big 

Data and the synergic relation with Artificial Intelligence, from which the GDPR came into 

force. Then, Chapter 2 illustrates the intended and unintended consequences of the GDPR, by 

carrying out an analysis of the impact of the GDPR on vendor market concentration and vendor 

usage. Finally, Chapter 3 illustrates how the GDPR has impacted on startup firms, particularly 

on those using AI, through the analysis of Elaisian case study.  
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Chapter one 

Why Big Data matters 

 

1.1  How Big Data and AI work together  

1.1.1 Big Data: 3V’s or 7V’s 

Since the mid 1980s, the world has experienced an unprecedented explosion in the capacity to 

produce, store, and communicate data, primarily in digital formats (Hilbert and Lopez, 2011, 

60–65). Indeed, as far back as 2001, a new phenomenon “Big Data” was beginning to emerge. 

Big Data is a term applied to data sets whose size is beyond the ability of commonly used 

software tools to capture, manage and process within a tolerable elapsed time (The McKinsey 

Global Institute, 2012). 

The emerging technological development of big data is recognized as one of the most important 

areas of future information technology and is evolving at a rapid speed, driven in part by social 

media and the Internet of Things (IoT) phenomenon. The technological developments in big 

data infrastructure, analytics, and services allow firms to transform themselves into data-driven 

organizations. Due to the potential of big data becoming a game changer, every firm needs to 

build capabilities to leverage big data in order to stay competitive (Lee, 2017). 

Gartner analyst Doug Laney defined the three main dimensions of data management, affirming 

that they refer to Volume, Velocity and Variety (Laney, 2001). According to Laney, “Big data” 

is a high-volume, velocity, and variety information asset that demands cost-effective and 

innovative forms of information processing for enhanced insight and decision making. The first 

dimension refers to the massive amount of data which are being generated, gathered and 

processed. The second dimension refers to the speed at which data are generated, processed and 

moved between different systems and devices. Finally, the third one refers to the different types 

of data that can be used for achieving the desired information or results (Younas, 2019, 105-

107).  

Though the three V’s are the most widely accepted core of attributes, there are several 

extensions that can be considered and that lead to the extensions of the V’s of Big Data, 

including the 4V’s and, more recently, the 7V’s approach.  

IBM added Veracity as a fourth dimension, which represents the unreliability and uncertainty 

latent in data sources. Uncertainty and unreliability arise due to incompleteness, inaccuracy, 

latency, inconsistency, subjectivity, and deception in data. Indeed, managers do not trust data 
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when veracity issues are prevalent. Customer sentiments are unreliable and uncertain due to the 

subjectivity of human opinions. Statistical tools and techniques have been developed to deal 

with these issues of big data with specified confidence levels of intervals (Lee, 2017). 

In addition to the Vs mentioned above, three dimensions more have been added, leading to the 

elaboration of the so called 7V’s theory: Variability, Visualization and Value. The latest 

attribute, Value, sits at the top of the Big Data pyramids and refers to the ability of transforming 

a myriad of data into business, and - through it - a model that answers sophisticated queries, 

delivers counterintuitive insights, and creates unique learnings. 

Currently, the dimensions of big data have been proposed separately in the computing industry, 

but so far there is a lack of an integrated view of big data. 

Lee (2017) proposed an integrated view, which shows how these dimensions are interrelated 

with each other. The three edges of the integrated view of big data represent three dimensions 

of big data: volume, velocity and variety. Inside the triangle there are the five dimensions of 

big data that are affected by the growth of the three triangular dimensions: veracity, variability, 

complexity, decay and value. The growth of the three-edged dimensions is negatively related 

to veracity, but positively related to complexity, variability, decay and value. 

The integrated view shows that traditional data is a subset of big data with the same three 

dimensions, but the scope of each dimension is much smaller than that of big data. Traditional 

data consist mostly of structured data, and relational database management systems have been 

widely used to collect, store and process the traditional data. As the scope of the three 

dimensions continues to expand, the proportion of unstructured data increases. The magnitude 

of big data expands with the growth of velocity, volume and variety. The arrows represent the 

expansion of each of the three dimensions. The expansion of velocity, volume and variety are 

intertwined with each other. The expansion of each dimension affects the other seven 

dimensions.  
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Figure 1: Integrated view of Big Data (Lee, 2017) 

 

1.1.2 How AI fuels better insights  

The term Artificial Intelligence (AI) appeared for the first time in 1956 in a conference at 

Dartmouth College, New Hampshire. It is used to define a technical discipline that researches 

and develops theories, methods, technologies and application systems for simulating the 

extension and expansion of human intelligence. Its main goal is to let machines perform some 

complex tasks that require intelligent humans to complete (Yeung, 2020). 

As described in the AI Index 2018 Annual Report (Shomhan et al., 2018), Artificial Intelligence 

has advanced rapidly in recent years, measured both in terms of the amount of resources 

devoted to it and also in terms of output. Many scholars believe that AI has the potential to 

boost human productivity and economic growth (Furman and Seamans, 2019). Scholars also 

worry that these gains may come at a cost, potentially including labor displacement, income 

inequality and loss of privacy.  

Aggregate statistics provide ample evidence that the deployment and use of AI and other 

advanced technologies have increased over the past decade. For example, academic papers 

focused on AI have increased nine times since 1996; in comparison, computer science papers 

have increased six times since 1996. Moreover, the number of students enrolled in artificial 

intelligence and machine learning courses at Stanford has increased eleven times since 1996; 

similar trends are observed at other universities including UC Berkeley, University of Illinois, 

Georgia Tech, and others. 
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It is useful for companies to look at AI through the lens of business capabilities rather than 

technologies (Davenport and Ronanki, 2018). 

Broadly speaking, AI can support three important business needs: automated business 

processes, gaining insight through data analysis, and engaging with customers and employees. 

For what concerns process automation, robot process automation (RPA) technologies are 

becoming more and more advanced as compared to earlier business-process automation tools, 

because the robots act similarly to human who is in the process of imputing and consuming 

information from multiple IT systems. RPA technologies perform different tasks such as 

transferring data from e-mail and call center systems into systems of record, replacing lost credit 

cards or ATM cards, and reading legal and contractual documents to extract provisions using 

natural language processing. 

Secondly, for what concerns cognitive insight, AI has introduced the usage of algorithms to 

detect patterns in vast volumes of data and interpret their meaning. These machine-learning 

applications are being used to automate personalized targeting of digital ads, predict what a 

particular customer is likely to buy, identify credit fraud in real time and detect insurance claims 

fraud. Cognitive insights provided by machine learning differ from those available through 

traditional analytics. They differ from these because they are usually much more data-intensive 

and detailed. There are versions of machine learning which can perform feats such as 

recognizing images and speech; and they can also make new data available for better analytics.  

Finally, cognitive engagement technologies refer to technologies that engage employees and 

customers using natural language processing chatbots, intelligent agents, and machine learning. 

They are being used to interact with employees rather than with customers.  

However, Perry and Uuk (Perry et al., 2019) state that there are two categories of risk associated 

with AI systems: AI technical safety and AI governance. The Future of Life Institute has 

identified two scenarios where they believe AI will pose a risk to society. The first concerns 

autonomous AI systems that are programmed to kill and destroy human life, a risk highlighted 

by many international organizations such as the IEEE, the EU, the UK Office for Artificial 

Intelligence and smaller companies. The second scenario is based on an AI system which 

benefits society but does so through developing a destructive method for achieving its goal, 

generally when human and machine goals are misaligned.  

Cheatham et al. (2019) identify five areas that can lead to AI risks.  “Data difficulties” refer to 

the correct usage of data including compliance with the European General Data Protection 

Regulation (GDPR, Regulation (EU) 2016/679 of the European Parliament and of the Council 

of 27 April 2016) and other regulatory bodies. “Technology troubles” refer to when an AI 
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system fails to do the job as expected, for example missing a fundamental outlier. “Security 

snags” are concerned with risks associated with AI-driven cybersecurity and the implications 

to the data and hence the data model. “Misbehaving models” refer to models developed from 

biased or unrepresentative data. Finally, the nature of human-machine AI system interactions  

causes risks. An example of this type of risk can be when human misinterpretation is caused by 

inappropriate training.    

Bias is one of the biggest risks in using AI systems and this includes bias that is embedded into   

organizational or industrial cultures, personal and unconscious bias and data bias. Data bias  

must be considered and addressed in the selection of training data for AI systems. Data which 

has been labelled by humans for training may be subjective. Where training, validation and   

testing are dynamic and models continually evolve and learn, it should be monitored to ensure 

that there is no bias creep. It is also important to recognize that applications such as human  

profiling, and a one size solution to fit all humans may not be appropriate. Different models  

may need to be developed for different genders, cultures  etc. as it may not be possible for the  

models to generalize on the human population.   

Arnold  et al. (2019) propose the use of an AI factsheet which provides information on statement 

of purpose, basic performance, safety, security, and lineage which are aligned with AI trust 

principles. The aim is that suppliers of AI systems and services voluntarily populate these 

factsheets. Customers who purchase from these suppliers can therefore review the factsheet  

and decide if that product meets their ethical and data governance standards.  

Explainable AI (XAI) is necessary in building trust so that users and subjects can understand  

how the AI  made a decision. However, the big question is to whom? Solutions such as Google 

Cloud's AI Explanations product include end users as stakeholders “who want to understand a 

model prediction to incorporate it into their decision-making process”.  

This is not the same, for example, as providing an explanation to a user who applies for health 

insurance and is rejected based upon the automatic profile of an AI system based on facial 

micro-expressions (Neil, 2019).  

Crockett et al. (2020) propose a new Hierarchy of Explainability and Empowerment that allows 

information and decision-making complexity to be explained at different levels depending on 

the personal perception of the knowledge level of knowledge of each individual.  

Accountability  of  the  AI  system  also  affects  trust  and  is  difficult  to  determine  due  to  

the  limited  legislation  and  the  lack of substantive case law (Doshi-Velez et al., 2017).  

In order to be accountable, decisions need be explainable so that errors can be identified.  
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In a lecture given by Lord  Sales, Justice of the UK Supreme Court, in 2019, the clear need for 

direction within the legal system was noted, “we need to build a structure of legal obligations 

on those who design and operate algorithmic and AI systems which requires them to have  

regard to and protect the interests of those who are subject to those systems” (Lord Sales, 2019). 

Similarly to all software products, usability and reliability of the AI system will also factor in 

how much people trust the system. Amershi et al. (2019) propose 18 human-AI interaction 

design guidelines to produce more usable, AI-centric systems.   

Data governance and data privacy also play a significant role in perceived trust, especially  

following the widely published Facebook Cambridge Analytica scandal which continues to 

reveal leaked documents in 2020 (Cadwalladr, 2020).   

 

1.1.3 The birth of a new intelligence: AI and Big Data 

Big Data and Artificial Intelligence are merging into a synergic relationship, where AI is useless 

without data and data is unsurmountable without AI (Marville University, 2020). The latter 

depends heavily on the former for success, while also helping organizations unlock the potential 

in their data stores in way that were previously cumbersome or impossible (Casey, 2019). 

According to Glenn Gruber, a senior Digital Strategist at Anexinet, there is a virtuous cycle in 

evidence: the more data are put through the machine learning models, the better they get 

(Gruber, 2019). There are three key ways that AI can deliver better insights with Big Data 

(Chan, 2020). 

Firstly, AI is creating new and enhanced methods for analyzing data. Previously, determining 

insight from data required much manual effort by staff (i.e. usage of a SQL query). With the 

advent of AI, an array of enhanced methods to obtain data insights have become available. 

Secondly, data analytics is becoming less labor-intensive.  The value of Big Data sets is related 

to data quality and data sets that are of inferior quality are of little or no worth for the 

organizational decision-making process. In many big data projects, eighty percent of the effort 

is spent towards cleansing and preparing the data for analytics. While, AI applications can 

discover outlier and missing values, duplicate records and standardize data for Big Data 

analytics. Finally, analytics become more predictive and prescriptive. In the past, data analytics 

were primarily backward-looking with a post-analysis of what happened. Predictions and 

forecasts were essentially historical analyses. Big Data decisions were therefore based on past 

and present data points with a linear ROI. AI is now creating new opportunities for enhanced 
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predictions and forecasts. Indeed, an AI algorithm can be set up to decide or take an action 

based upon forward-looking insights.  

Moreover, in the age of Big Data, companies have more consumer data, and more kinds of data, 

available to them than ever before. As companies fall further and further behind, they miss 

opportunities to learn from data and apply what they learn to how they connect. AI closes the 

gap by moving far past human limitations to consume and analyze data on a scale that 

previously was only imagined. In fact, the “intelligence” in Artificial Intelligence is exactly 

what it sounds like: the ability to think independently, to become more knowledgeable from 

being exposed to more information and to adapt and adjust when things change.  

All of this is becoming possible now because there are more data than ever for AI to work with, 

and because AI is better than ever at working with it.  

Thanks to the latest advancements in the field of molecular and computational techniques and 

information and communication technologies (ICTs), AI and Big Data can help in handling the 

huge, unprecedented amount of data derived from public health surveillance, real-time COVID-

19 epidemic outbreaks monitoring, trend now-casting/forecasting, regular situation briefing and 

updating from governmental institutions and organisms, and health facility utilization 

information (Bragazzi et al., 2020). 

The short-term applications of AI and Big Data could enable a quick and effective pandemic 

alert. Indeed, Big Data can enable monitoring of the disease outbreak in real time. With respect 

to previous epidemics and pandemics outbreaks, COVID-19 is unprecedented in that open-

access datasets containing daily numbers of new infections broken down by country, and, in 

some cases, even cities, are widely available. Combined with the information available on the 

movement of people, it represents the perfect dataset to combine mathematical methods 

modelling and AI. 

Secondly, these short-term applications are useful for tracking and diagnosing COVID-19 

cases. In fact, having a reliable, sensitive and specific diagnostic test is of paramount 

importance in the prevention and control of infectious outbreak. Researchers have succeeded 

in establishing a molecular kit able to quickly and accurately capture the proper diagnosis and 

distinguish between COVID-19 and SARS-CoV. Salivary diagnostics seems to hold great 

promise in effectively detecting the virus. Together with molecular assays and tests, either 

multiplex nucleic acid amplification or microarray-based, high-resolution CT of the chest is 

fundamental for monitoring the disease course and its evolution in terms of severity and 

response to treatment. Currently ongoing research is also trying to identify early radiological 

predictors of prognosis, which would be extremely helpful in stratifying patients with COVID-
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19 and in their clinical management (Wong et al., 2019, 44–48; McCall, 2020, 166–167; Ai et 

al., 2020). 

AI can facilitate the diagnosis of COVID-19 cases. For instance, Infervision is a startup that 

employs deep learning medical imaging platforms for facilitating quick diagnosis of COVID-

19 cases via the recognition of specific lung features (Wong et al., 2019, 44–48; McCall, 2020, 

166–167). Furthermore, block-chain technology is a unique decentralized system of recording, 

verifying and approving data and carrying out a series of transactions. It is characterized by a 

high level of security and enables the delivery of patient-centered healthcare services, enhanced 

public health surveillance, management of outbreaks and a quick and effective decision-making 

process (Mashamba-Thompson and Crayton, 2020, 198; Chattu et al., 2019, 25). 

A low-cost block-chain and AI-coupled self-testing and tracking system has been proposed for 

managing the COVID-19 pandemics, in developed settings so as to avoid overwhelming and 

straining public health capacity and healthcare/laboratory infrastructures, and in developing, 

resource-limited contexts (Mashamba-Thompson and Crayton, 2020, 198). 

From a medium-term view, AI and Big Data can facilitate the implementation of public health 

interventions. During an outbreak, resources are limited and can be quickly consumed. As such, 

to avoid wasting resources and to better allocate those available, the Chinese government has 

supplemented classical data collection methods with sophisticated computational systems and 

advanced techniques that have helped identify subjects at risk. A startup company, called 

Megvii, has announced the development of sophisticated body and face detection dual sensing 

via infrared cameras and visible light, as thermal scanners for rapidly screening subjects 

transiting in a crowded place and identifying fever and high temperature, potentially related to 

COVID-19. Thus, AI and Big Data appear to have enormous potential for the management of 

COVID-19 and other emergencies, and their role is anticipated to increase in the future. AI and 

Big Data can be used to track the spread of the virus in real time, plan and lift public health 

interventions accordingly, monitor their effectiveness, repurpose old compounds and discover 

new drugs, as well as identify potential vaccine candidates and enhance the response of 

communities and territories to the ongoing pandemic. These emerging approaches can be 

exploited together with classical surveillance: while the latter enables data analysis and 

interpretation, the former uncovers hidden trends and patterns, which can be used to build 

predictive models (Bragazzi et al., 2020). 
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1.2 Data markets 

1.2.1 The emerging data economy  

Data are expected to become the fuel of the digital economy as they can be used to reduce 

information asymmetries, improve resource management, and identify casual relationships 

using artificial intelligence and statistical analyses. 

Because of its increasing volume and perceived importance, the data economy is a central 

element of the Digital Single Market (DSM) policy framework as envisioned by the European 

Commission. 

Data are rarely valuable alone and are usually inputs into analytics - embedded in a software 

program - to generate insights that can become expressed as content-based information goods. 

Data are thus primarily intermediate goods, produced with the intent of being combined and 

transformed to create other information goods (Koutroumpis et al., 2019). 

Data have long been shared and traded. In recent years, the lower cost of data collection and 

the adoption of digital communication networks have dramatically increased volumes of data 

collected (Reinsel et al., 2017).  

Much of the collected data are “exhausted data”, created as a by-product of other activities such 

as online shopping or socializing, rather than specifically for analytical purposes (Manyika et 

al., 2011; Mayer-Schonberger and Cukier, 2013). Indeed, the purchasing patterns of consumers 

have become the first data market segment that has experienced a significant commercial 

activity and raised privacy concerns regarding reading practices. Digital platforms such as 

Apple, Amazon, Facebook and Google enable trackers that collect and aggregate data from 

online sources, including mobile phones, and provide access or sell the data to third parties.  

Furthermore, in the shadow of a digital economy, there have always been thriving marketplaces 

for stolen data (Holt and Lampke, 2010), such as credit card numbers or user profile data 

(Shulman, 2010). The growing amount of data has thus enabled highly controversial 

commercial practices.  

The organizations and institutions in data markets are rapidly evolving. New regulations such 

as the GDPR of the European Union and the California Consumer Privacy Act have been 

implemented, as privacy has become a heightened concern. New types of data intermediaries 

have been envisioned that would either carry out data trading as their core activity, or trade data 

that arise from their core operations (Parmar et al., 2014; Thomas and Leiponen, 2016). Such 

entities would allow third parties to upload and maintain datasets, with access, manipulation 
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and use of the data by others, and regulated through varying licensing models (Schomm et al., 

2013).  

In principle, data marketplaces could resemble multi-sided platforms, where a digital 

intermediary connects data providers, data purchasers, and other complementary technology 

providers (Parker and Van Alstyne, 2005; Eisenmann et al., 2006). Such platforms could 

generate value for both data buyers and sellers through lower transactional friction, resource 

allocation efficiency, and improved matching between supply and demand (Bakos, 1991; Soh 

et al., 2006). However, in practice, data are rarely traded on a large scale through multilateral 

platforms (Borgman, 2012). There are large-scale open data repositories such as the London 

Datastore set up by the Greater London Authority that do not actually sell data. Commercial 

data “platforms” such as Acxiom (consumer data), Bloomberg (financial data), or LexisNexis 

(insurance data) operate as intermediaries that buy and sell data via bilateral and negotiated 

contractual relationships. Moreover, there are abundant examples of failed data platforms 

(Markl, 2014; Carnelley et al., 2016): for instance, the Microsoft Azure DataMarket closed 

down in March 2017 after seven years of poor performance.  

It thus appears challenging to set up large-scale systems to trade data through open markets in 

the same way many other goods are traded, including intangible goods such as content and 

inventions. 

Markets for data exhibit similar characteristics to those for ideas and patents. Ideas, patents, 

and data are intangible goods and therefore mostly not used for competitive purposes. An idea 

or a data point, if digitized, may be usable by many individuals and replicated at low marginal 

costs (Romer, 1990; Koutroumpis et al., 2019).  

Even though the – strategic – value of an idea or data may diminish due to wide dissemination, 

this will not prevent its application and use by many parties. Furthermore, ideas and patents 

need to be combined with complementary inputs for their commercialization (Teece, 1986; 

Bresnahan and Trajtenberg, 1995; Gans and Stern, 2010).  

Much the same as inventions, data are intermediate goods and need to be further processed and 

combined with complementary input such as analytic technologies to become final goods and 

contribute to utility or productivity (Chebli et al., 2015; Koutroumpis et al., 2019).  

Gans and Stern (2010) suggest that markets for ideas may exist in settings where intellectual 

property protection is sufficiently strong, which increases the likelihood that sellers appropriate 

enough of the value of an idea to justify the investment by excluding illegitimate trades and 

uses (Arrow, 1962; Teece, 1986). However, Hagiu and Yoffie (2013) have argued that 

multilateral digital marketplaces for patents are not viable due to the burdensome arrangements 
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that would be required to ensure that high-quality patents are offered for sale. When the quality 

of the good is imperfectly observable, markets tend to be flooded with low-quality goods 

(Akerlof, 1970), and electronic markets for such goods may function particularly poorly 

(Overby et al., 2009). Nevertheless, companies such as Ocean Tomo orchestrate both public 

and private auctions for intellectual property portfolios. Thus, scholarship into markets for ideas 

and patents implies that specific governance mechanisms may be needed for a data market to 

launch.  

 

1.2.2 Three assumptions regarding data markets 

Data markets consist of three main links along the data value chain: collection, processing and 

the use of data-generated information and knowledge. Collection is related to the extraction of 

the data and its datafication, where processing is related to optimizing, cleaning, parsing or 

combining different datasets in order to organize the data for future extractions and to find 

correlations. Finally, use is defined as employing data-based information or knowledge for 

prediction and decision-making in relevant markets (Strandburg, 2014, 10-12; Nissen-Baum, 

2019, 8-9). 

The increased importance of data in our information economy as an input for innovation, 

economic growth, and societal interactions, along with the associated surveillance and security 

concerns, has brought data collection, processing and use issues to the foreground. Such issues 

are affected by a combination of private incentives and public measures. Understanding the 

interaction between private incentives and regulatory measures is thus essential for designing 

data governance models that can enable a well-functioning and social-welfare-enhancing digital 

economy.  

The analysis below is based on three assumptions regarding data markets, which depend on the 

current understanding of the information economy.  

The first assumption concerns the importance of data (Gal and Rubinfeld, 2019). As numerous 

studies have emphasized, with data “rapidly becoming the lifeblood of the global economy”, 

the efficiency of its use significantly affects both social and private welfare. Predictions based 

on patterns and correlations identify in data numerous aspects of daily life, including health, 

education, transportation and sustainability.  

The second assumption regards the quality of knowledge that can be extracted from data, which 

is correlated with the volume of data, its variety, its veracity and its velocity (Stucke and 

Grunes, 2016). This is due to three reasons (Gal and Rubinfeld, 2019). First, data analysis is 
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often characterized by economies of scale and scope (Stucke and Grunes, 2016, 352–55). This 

implies that until such economies are reached, the more data is available and the more varied 

the data, the better the knowledge that can be mined from it. Second, the 4V’s of the data may 

affect the quality of the algorithm used for its analysis, due to the algorithm’s feedback loop, 

with the algorithm evolving from learning based on an analysis of past predictions (Stucke and 

Grunes, 2016, 170; Farboodi et al., 2019). 

Accordingly, the better the data, the better the algorithm and the better its predictions. Finally, 

the qualities of a dataset can also create positive externalities as compared to other datasets. 

This is because of “transfer learning”, which is an algorithm that can learn from a high-value 

dataset to perform tasks that can then be performed on other datasets. 

Lastly, the third assumption is related to the important role of data sharing in realizing potential 

data-based benefits (Gal and Rubinfeld, 2016; De Streel and Tombal, 2019; Mayer-

Schonberger and Ramge, 2018). This is because much data is collected in a system that is 

largely modular and distributed (Allen and Chan, 2017). Broadening and improving the use of 

data through data sharing is likely to increase the competitive advantage of firms and nations.  

At the same time, the sharing of personal data can be welfare-reducing due to price increases, 

price discrimination and intangible harms such as psychological discomfort and harm to 

freedom of speech. Sharing of personal data therefore creates complex, often ambiguous, 

tradeoffs that require a careful and conscious balancing among the competing considerations.  

Yet, at least in some situations, data sharing has a significant potential for increasing both 

private and public welfare. 

 

1.2.3 Five potential business models for obtaining relevant data 

When data constitutes an important input toward the operations of a firm, it must choose its 

strategy for collecting and processing such data. This requires a switch from the current linear 

model of economy to a circular one that has recently attracted increased attention from major 

global companies such as Google, Unilever, Renault and policymakers attending the World 

Economic Forum. The reasons for this are huge financial, social and environmental benefits 

(Lewandowski, 2015). 

Thus, five main strategies employed by market players for amassing relevant data have been 

identified (Gal and Aviv, 2020, 9-11): 

1. “First-party data” refers to when the firm gathers the data directly from the Data Subject; 

2.  Merging with an entity and using its data in one’s own operations; 
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3. “Third-party data” consists in buying or receiving the data from an external supplier. This 

strategy also includes the sharing of data by using an application programming interface (API). 

An API is an interface or communication protocol between a client and a server so that the 

server will initiate a defined action, including providing data, in response to a recognized 

request by the client for data in a specific format; 

4. Becoming part of a joint venture in which firms pool their data for specific defined purposes; 

5. Buying or receiving data-based knowledge, or aggregate data, from an external provider. 

Firms choose between these options based on their relative cost-effectiveness, as well as their 

feasibility and scalability, which, in turn, are affected by a combination of technological, 

financial, strategic and legal barriers.  

Technological barriers are those factors which impede the collection or sharing of data, for 

example barriers to interoperability between databases which were organized by different 

entities in accordance with different internal logics. Other technological barriers may be 

prohibitive, such as the inability to directly collect historical data ex post. Some such barriers 

may be overcome, but at a cost. Financial barriers are those factors which prevent data from 

being amassed in a cost-effective way. For example, internal data collection is financially 

feasible only when its benefits outweigh the costs of putting in place and operating such a 

system. Strategic barriers are those erected by data owners in order to retain their market power. 

For example, data controllers may set highly restrictive terms, or may be reluctant to share their 

data at all, in order to preserve a comparative advantage. Finally, legal barriers are those 

imposed by laws and regulations, relating to the collection, processing, and use of data, the 

GDPR being a prime example.  

However, the GDPR imposes obligations regarding the collection, processing, storage and use 

of data. The choice between the business models for collecting data is affected by this legal 

regime. The relative costs of meeting these legal obligations under different business models 

may therefore lead firms to make choices they would otherwise have not made. 

The stronger the contractual, legal and reputational sanctions for non-compliance with the 

GDPR, the more important it becomes for firms which need data for their operations to adopt 

business models that ensure compliance.  

While the extent of costs imposed by the GDPR might differ from one factual scenario to 

another, general observations can be made. Assuming that Firm A requires a certain type of 

data for its operations, which can be lawfully collected by it or by an external firm (Firm E), 

absent technological, strategic and legal barriers to data collection and sharing, the choice of 

business models will be based on the relative costs of internal versus external data collection. 
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If the costs of internal collection by Firm A are lower than those of Firm E, Firm A will collect 

the data internally, and vice versa. If Firm E can collect the relevant data more cheaply and 

efficiently, or if it has already collected the data and has incurred the sunk costs involved, Firm 

A will buy the data from firm E, thereby saving on data collection costs and limiting duplication 

in collection. Considering the implication of the GDPR, buying data from Firm E adds several 

types of costs and obstacles. These include, inter alia, the costs incurred by Firm A for ensuring 

it has a lawful basis for the use of data. As noted above, a major obstacle may involve obtaining 

the consent of data subjects to an additional use of their data. The costs are incurred by Firm A 

for vetting the compliance of Firm E with the GDPR in collection and processing actions which 

pertain to the shared data. Furthermore, acquiring an external dataset may require Firm A to re-

evaluate its own data life cycle to ensure compliance. In addition, the GDPR imposes costs on 

Firm E, to ensure that Firm A does not use the shared data in a way which was not agreed upon 

and which infringes its obligations to its data subjects. These costs will be reflected in the price 

charged by Firm E for the data. The greater the original data controller’s loss of control over 

the data, and the higher the risk of non-compliance, the higher such costs.  

 

1.3 From Big Data to GDPR 

1.3.1 Background to the GDPR 

Europe has long recognized privacy explicitly as a human right (Fuster, 2014, 164–166). The 

commitment of the Europeans foes beyond the home, similar to the focus of much of U.S. law, 

which is to include protection for family life, communications and reputation, with the rise of 

the information age, for privacy in the context of data processing (Koops et al., 2017). 

While U.S. lawyers may refer broadly to ‘privacy’ or to ‘information privacy’, European law 

discusses information privacy as ‘data protection’ (Schwartz and Solove, 2009). Data privacy 

and information privacy refer to roughly the same concept. In Europe, data protection is 

increasingly seen as separated from the right to privacy. Data protection focuses on whether 

data is used fairly and with due process while privacy preserves the Athenian ideal of private 

life.  

There was a key point of privacy divergence in the 1970s between the U.S. and Europe. The 

U.S. articulated Fair Information Practices (‘FIPs’) (Gellman, 2017; Hoofnagle, 2014; Bennett, 

1992), the building blocks of all information privacy laws, but applied them in a serious sense 

only to the government in the form of the Privacy Act of 1974, and to the private sector only in 

the credit reporting sector. Europe embraced the FIPs, deepened and expanded them, and 
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applied them to all information processing – both ‘vertically,’ that is government to citizen, and 

‘horizontally,’ that is, business to citizen. The U.S. followed a sectoral model, leaving many 

forms of information practices regulated only by the Federal Trade Commission’s general 

consumer protection authority.  

By 1990, the European Commission feared that diverging national data protection laws would 

hinder the internal market in the EU. That year, it published a proposal for a Data Protection 

Directive. After five years of negotiations, the final Data Protection Directive was adopted in 

1995. The Directive laid down an omnibus regime based on the FIPs, which applied to most of 

the private and public sector - with exceptions to the latter -. The Directive required member 

states to enact implementing legislation. Problems quickly emerged with the Directive. The 

Directive did not fully harmonize national privacy laws, and even within Europe, countries 

behaved opportunistically to court big tech with signals of weak enforcement and advantageous 

tax schemes (Albrecht, 2013). 

Even among countries committed to privacy, enforcement was weak, with the French fining 

Facebook a mere 150,000 Euros in 2017. This enforcement gap left Europe with a reputation 

of a region with rules with no real policing. The U.S. was seen as not being rule bound, yet the 

Federal Trade Commission applied enforcement (Bamberger and Mulligan, 2015). 

The GDPR is the EU attempt to address these and other shortfalls. It did so in a process 

completely unlike U.S. legislative efforts. European policy makers started a process that 

involved a multitude of expert consultation and deep sophistication about how information 

practices can be manipulated to evade regulatory goals. Consultation began in 2009 and the 

European Commission published a proposal text in 2012.  

Two years later, the European Parliament adopted a compromise text, based on almost 4,000 

proposed amendments. The Council of the European Union published its proposal for the 

GDPR in 2015, to start negotiations with the European Parliament. In December 2015, the 

Parliament and Council reached an agreement on the text of the GDPR.  

The GDPR was officially adopted in May 2016, and it has been applied since May 2018. Now 

that the GDPR is enforceable, its interpretation is entrusted to the courts, combined with 

persuasive, albeit non-binding, interpretation by the newly created European Data Protection 

Board. The Court of Justice of the European Union (CJEU) is the highest authority on the 

interpretation of EU law. The CJEU has delivered a number of dramatic, pro-privacy decisions, 

including striking down the data retention mandates, striking down the US–EU Safe Harbor 

agreement (Schrems, 2015), and granting people, under certain conditions, a ‘right to be 
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forgotten’. Thus information industries face a more hostile judicial environment than in the 

U.S.  

As in the 1995 Directive, the first article of the GDPR stresses a dual goal of promoting the free 

flow of personal data within the EU – to help businesses – as well as protect people and their 

personal data (GDPR, Article 1). Yet, the GDPR emphasizes the latter goal. The GDPR sets 

normative preferences in conflict with information-intensive industry practices, particularly 

those performed by third parties. The GDPR puts pressure on big data and machine learning 

business models, at least in their current form. 

 

1.3.2 The principles enshrined in the GDPR 

Article 2 of GDPR states that the Regulation is applicable to the “processing of personal data 

wholly or partly by automated means” (GDPR, Art. 2). Therefore, the material scope of data 

protection depends on personal data that must be processed. The definition of personal data is 

provided by Article 4(1), according to which four elements can be deduced: it is (i) any 

information, (ii) relating to (iii) an identified or identifiable (iv) natural person. 

The first element indicates that broad categories of data are covered, regardless of the data’s 

content or format. The second one emphasizes the personal nature of data protection and 

excludes certain types of data from the Regulation’s scope of application, such as data that are 

solely about companies. Then, the third element means that the correlation to criterion is met 

when data reveal information about an individual, therefore considering data related to an 

individual when the data are about the individual, which can be in the guise of contents, purpose 

or resulting element. The final element is referred to as the identifiability element, because it is 

the lower threshold for application of data protection as compared to identified individuals 

(Oostveen, 2016).  

Article 5 summarizes the inspiring criteria of the entire personal data protection principle, 

listing all the general principles. These are as follows: lawfulness, fairness and transparency; 

purpose limitation; data minimization; accuracy; storage limitation; integrity and 

confidentiality; accountability.  

Any data collection and processing must comply with the above principles. 

Operationalizing and enshrining these principles (Goddard, 2017) in the research cycle require 

proactive design and conceptualization of privacy as the default for any data collection exercise. 

It also needs to be embedded both in the design systems of any IT architecture and general 

organizational business practices of research agencies and clients. 
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Accountability requires organizations to put in place appropriate technical organizational 

measures, and to be able to demonstrate what they did and its effectiveness when requested. 

This may also include the use of privacy impact assessment for high-risk processing. Moreover, 

GDPR introduced a mandatory data breach notification regime. 

A key change to note in lawful processing is the standard required for consent. Indeed, GDPR 

consent must be freely given, specific, informed and evidenced by clear affirmative action. It 

must also be verifiable, with a higher standard of explicit consent required to process sensitive 

data. 

Processing of data is fair only if it is transparent and this means there must be openness in data 

processing through effective communication with individuals including in the use of 

information notices. GDPR is user-centric, so transparency in a GDPR context means a move 

away from legal tick-box compliance to a tailored, reflective and dynamic approach. Extensive 

information must be provided to individuals including details about recipients, retention periods 

and the range of their individual rights such as access and portability. All of this needs to be 

provided in an accessible language to ensure that it can be easily understood.  

 

1.3.3 The One-Stop-Shop principle  

The GDPR provides for a decentralized implementation system, whereby each Member State 

“shall provide for one or more independent public authorities to be responsible for monitoring 

the application of the GDPR” (GDPR, Article 51(1)). Each supervisory authority “shall be 

competent for the performance of the tasks assigned to and the exercise of the powers conferred 

on it in accordance with the GDPR” (GDPR, Article 55(1)).  

When cross-border processing takes place, the GDPR established a One-Stop-Shop system, 

according to which the authority of the main establishment of the controller or processor will 

have the primary responsibility for dealing with and investigating any complaints from data 

subjects across the EU regarding the processing of personal data (Article 29 WP, 2017). This 

allows businesses operating in different countries to deal with one DPA – the DPA of their main 

establishment being the “sole interlocutor of the controller or processor for the cross border 

possessing carried out by that controller or processor” (GDPR, Article 56(6)). 

While, under certain circumstances, a supervisory authority other than that of the main 

establishment of the controller or processor may be competent to handle a complaint or to 

investigate a possible infringement of the GDPR – notably when “the subject matter relates 

only to an establishment in its Member State or substantially affects data subjects only in its 
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Member State” (GDPR, Article 56(2)) – this can only be done if the lead supervisory authority 

decides not to handle this case (GDPR, Article 56(3) and (5)). 

As a result, the GDPR has granted disproportionate enforcement power to certain DPAs, 

namely the DPAs of EU Member States, in which the large digital platforms, such as Apple, 

Google, Facebook and Amazon are established. In the ad tech sector, Ireland is at the forefront 

of GDPR enforcement. Its ability and willingness to investigate and sanction these companies 

therefore determine whether these companies will be able to get away with questionable data 

processing activities or will be held accountable. At the same time, controllers and processors 

that fall under the supervision of zealous DPAs are more likely to be subject to lengthy 

investigations and hefty fines of up to 20 million Euros or 4% of the total worldwide annual 

turnover of the preceding financial year, whichever is higher (GDPR, Article 83). 

While for large digital platforms the imposition of such financial penalties would not 

significantly impact their business, for small players it can drive them out of the market.  

When an alleged breach of the GDPR involves cross-border data processing investigations, it 

will be led by a Lead Supervisory Authority (LSA). 

A supervisory authority is an independent public authority in each European Union member 

state, tasked with protecting the fundamental rights and freedoms of individuals in relation to 

any processing of their personal data and with monitoring and ensuring a consistent application 

of applicable data protection laws in the country in which they are situated. 

This mechanism is attractive to organizations facing data privacy issues, as they can liaise with 

just one regulator for one decision, despite the issue impacting data subjects in multiple Member 

States. Once an enforcement issue arises, the LSA must cooperate with any concerned 

supervisory authorities in other Member States to attempt to achieve consensus.  

Both controllers and processors involved in cross-border processing of personal data may be 

able to benefit from the One-Stop-Shop principle under the GDPR by identifying a Lead 

Supervisory Authority. The authority has the primary responsibility for coordinating 

investigations involving multiple member states, meaning businesses only have to deal with 

one lead regulator.  

The LSA mechanism is only applicable in the context of a company’s cross-border processing 

activities. Consequently, companies must assess whether they meet one of the following criteria 

where either (i) processing takes place in the context of the activities of businesses or 

organizations in more than one member state where the business or organization is established 

in more than one member state; or (ii) processing takes place in the context of the activities of 
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a single establishment but substantially affects or is likely to substantially affect individuals 

across more than one member state.  

The GDPR does not permit “forum shopping”, which means that it is not possible for an 

organization to appoint a particular supervisory authority to be its Lead Supervisory Authority, 

on the basis that is may reputedly be more lenient on enforcement, as compared to another 

authority. For instance, if an organization claims to have its main establishment in one EU state, 

but no effective and real exercise of management activity or decision making over the 

processing of personal data takes place there, the relevant supervisory authorities will decide 

which supervisory authority is the “lead”, using objective criteria and looking at the evidence.  

Article 29 Working Party adopts draft guidelines on issuing administrative fines. In the draft 

guidelines, the degree of cooperation with supervisory authorities, the previous contacts with 

these on previous infringements, and account taken of guidance are all considerations in the 

complex matrix of factors when determining fines.  

While all supervisory authorities are equal under the GDPR, there will be organizational, 

technical, financing, structural, and cultural difference among them. While it is also difficult to 

assess and compare these differences today, as national laws creating and empowering GDPR 

regulators are still emerging, undoubtedly these differences will have an impact on the 

enforcement landscape.  

 

1.4 Data portability  

The right to data portability is one of the most important novelties within the EU General Data 

Protection Regulation, since in the Data Protection Directive (94/46/EC) text no relevant 

references may be found (Beslay and Sanchez, 2018, 193-203). Indeed, no field of law has been 

experimented before with anything resembling personal data portability (Custers and Hursic, 

2016). 

Data Portability is the ability and capacity to export data collected or stored digitally concerning 

a data subject and the ability to receive data concerning the data subject and to allow another 

controller to receive portable data.  

The Data Portability requirement entails both a technical design requirement and a data subject 

rights requirement. From a technical perspective, data controllers will need to ensure their 

systems, connected products, applications and devices that collect and store information on data 

subject also have the added functionality of porting and transmitting data. In some cases, this 

will require controllers to tweak or redesign some systems, products, applications and devices. 
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Furthermore, the new porting functionality must export data in a structured, commonly used 

and machine-readable format so that reuse of the data is possible. 

From the perspective of a data subject, the right to data portability creates a new right for 

individuals to exercise more control over their own data. It enables individuals to receive 

personal data concerning him or her, which he or she has provided to a controller. Thus, data 

controllers will need to establish and implement processes, in addition to added systems and 

digital propositions/products functionality, that aid in processing data subject requests whether 

manually or in automated fashion. After receiving the data the individual must be able to 

transmit this data to another controller without creating additional burden or hindrance to the 

previous data controller. The right to port data is also entailed where technically feasible, the 

personal data will be transmitted directly from one controller to another. 

This is both in terms of warranting control rights to data subjects and in terms of being found 

at the intersection between data protection and other fields of law (competition law, intellectual 

property, consumer protection, etc.). The first example of portability of users’ data referred to 

telephone numbers. Then, in the GDPR text it was extended to all digital services. It constitutes, 

thus, a valuable case of development and diffusion of effective user-centric privacy enhancing 

technologies and a first tool to allow individuals to enjoy the immaterial wealth of their personal 

data in the data economy. Indeed, a free data portability of personal data from one controller to 

another can be a strong tool for data subjects to foster competition of digital services and 

interoperability of platforms and as well as to enhance controllership of individuals on their 

own data (Article 29 WP, 2017). 

The right of data portability is regulated by the article 20 of the GDPR. Firstly, it states that 

data portability is a right of the data subject to receive a subset of the personal data processed 

by a data controller concerning him or her, and to store those data for further personal use. Such 

storage can be on a private device or on a private cloud, without necessarily transmitting the 

data to another data controller. In this regard, data portability complements the right of access. 

One specificity of data portability lies in the fact that it offers an easy way for data subjects to 

manage and reuse personal data themselves. The data should be received “in a structured, 

commonly used and machine-readable format”. 

Secondly, Article 20(1) provides data subject with the right to transmit personal data from one 

data controller to another data controller “without hindrance”. In accordance with Article 20(2), 

data can also be transmitted directly from one data controller to another on request of the data 

subject and where it is technically feasible. In this respect, recital 68 encourages data controllers 

to develop interoperable formats that enable data portability but without creating an obligation 
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for controllers to adopt or maintain processing systems which are technically compatible. The 

GDPR does, however, prohibit controllers from establishing barriers to the transmission.  

The impact of the right to data portability is relevant both for businesses, in particular for e-

business involved in the digital market, and for individual users (data subjects).  

From the business perspective, this impact is tangible in several fields, it is both a challenge to 

the traditional system of competition law (Graef, Verschakelen and Valcke, 2013, 53-63) and 

a problematic opportunity in terms of interoperability of systems. From the user perspective, 

this impact is evident both in terms of control of personal data and in terms of a more user-

centric interrelation between services. Thus, the right to data portability is one the most 

remarkable novelties of the GDPR. 

On the one hand, it can be the opportunity to foster interoperability and develop more and more 

user-centric platforms for the management of personal data (Article 29 WP, 2013, 47). On the 

other hand, it represents the first theoretical step towards a default ownership of personal data 

to data subjects. 

However, there are several points that remain a challenge. The role of European Commission 

to give incentive for interoperability has been removed from the first proposal of GDPR. As a 

result, the efforts needed for the development of interoperable formats and interfaces to port 

data are minimum. Instead, a very prudent balancing structure was chosen.  
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Chapter two 

GDPR’s intended and unintended consequences 

 

2.1 Privacy law and antitrust policy 

An increasing concentration and an increasing market share of the dominant firm are most 

likely not what the European legislature had in mind when designing GDPR. Indeed, the 

European Commission (EC) stressed in 2012 how the pro-competitive effects of the future 

GDPR would increase the attractiveness of Europe as a location to do business (European 

Commission, 2012, 148-149). 

GDPR implemented and enforced the consent requirement for websites on a large scale, which 

disproportionately benefits larger firms offering a broader range of services (Campbell et al., 

2015). The concentration in the markets for web technologies may additionally be explained 

by economies of scale. Why would only the firm with largest pre-GDPR market share increases 

its market share? 
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Table 1: Change in market shares, by submarket, Google and Facebook vs. all other firms 

(Garret et al., 2021)  

 

In Table 1, looking at the advertising network submarket, Google and Facebook both increased 

market share in EU-targeted websites, but Google’s increase is four times larger. This may be 

due to network effects that make it more appealing for websites to use large advertising 

networks since Google’s pre-GDPR market share in the advertising technology market was 

already 3.5 times larger than Facebook’s. Also, Facebook’s reputation concerning privacy 

issues has suffered over the last years. Facebook has lost 9.8% of the market share with websites 

catering to EU audiences in their strongest market before GDPR (market share of 59.5%): the 

market for like/share/login buttons, which additionally allows Facebook to track users across 

websites (Roosendaal, 2012). This is consistent with the issue of joint responsibility, and recent 

European case law that involved websites and their usage of Facebook’s like buttons. 

The increased concentration in web technology markets may have been an unintended but 

unavoidable consequence of the GDPR. This raises the question of how privacy law and 

antitrust policy are related. 

Under European law, antitrust and privacy laws have traditionally been distinct. The 

enforcement of European antitrust laws was well-developed and done by both public antitrust 

authorities at the EU and member state levels. Enforcement of privacy laws was traditionally 

weak and left to member state authorities, which sometimes delegated this task further in their 

federal structure.  

As recently as 2014, the EC noted in its approval of merger between Facebook and WhatsApp 

that “any privacy-related concerns flowing from the increased concentration of data within the 

control of Facebook as a result of the transaction do not fall within the scope of the EU 

competition law rules but within the scope of the EU data protection rules” (European 

Commission, Decision in Case COMP/M. 7217 (Facebook/WhatsApp), Oct 3., 2014, C(2014) 

7239 final, note 164). 

It indicates that it is increasingly difficult to conceptualize antitrust and privacy law as two 

distinct areas of the law with different goals, remedies, and enforcement mechanism 

(Economides and Lianos, 2019). On the one hand, network effects, lacking competition in terms 

of service and privacy policies as well as the limited effectiveness of user consent in privacy 

law (Acquisti and Grossklags, 2005; Bart and de Jong, 2017), may enable firms to increase their 

dominant position by violating privacy laws. On the other hand, laws aimed at increasing 

privacy protection may, at the same time, decrease competition in related technology markets.  
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In a world where processing personal data, analyzing user-profiles and predicting consumer 

behavior are cornerstones of highly concentrated Internet markets, designing privacy laws that 

do not have immediate implications for antitrust policy – or vice versa – is nearly impossible.  

 

2.2 GDPR and market concentration 

While there is a growing public concern about the unparalleled amounts of data accumulated 

by a few digital platforms (Gonzalez, 2018), one of the paradoxes of the GDPR is that it may 

strengthen these large platforms to the detriment of smaller market actors. As pointed out by 

Gal and Aviv in a recent paper, the GDPR could therefore lead to further market concentration 

(Gal and Aviv, 2020). Gal and Aviv’s concern that the GDPR could increase market 

concentration applies with full force in the ad tech sector for the reasons discussed hereafter. 

First, the implementation of the GDPR and the related compliance costs may create barriers to 

entry or may cause exit.  

Indeed, compliance with the GDPR is a particularly onerous task for small and medium-size ad 

tech providers, as it places a particularly heavy burden on their resources. They must – inter 

alia – put in place consent gathering mechanism (e.g. by having a Consent Management 

Platform), provide detailed information regarding their data processing activities, implement 

technical and organizational measures to ensure compliance with the GDPR, monitor and 

document GDPR compliance (e.g. by keeping detailed records of their processing activities), 

carry out Data Protection Impact Assessments and have a designed DPO. Companies with data 

presence in the EU have been required to spend millions to comply with the GDPR (Chivot and 

Castro, 2019). 

The human resources and capital costs involved in ensuring compliance with the GDPR 

disproportionately burden small and medium-size vendors – which are limited on both financial 

resources and personnel. While a big company has dozens if not hundreds of experts working 

on GDPR compliance (e.g. Microsoft has 1,600 engineers working on GDPR compliance since 

its enactment in 2016) (Brill, 2018), most ad tech companies do not have lawyers, data experts 

and programmers necessary to make compliance with the GDPR a smooth and effective process 

(Kottasova, 2018). Additionally, compliance with the burdensome requirements of the GDPR, 

such as adopting technical and organizational measures and monitoring and documenting data 

flows, exhibits economies of scale and scope, which tend to create a competitive advantage for 

large organizations. 
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In a sector with a high concentration in some segments, that has already suffered from a large 

drop in investments in recent years (Murgia, 2017; Shields, 2018) and has seen several ad tech 

players struggling or even exiting the market, the additional costs generated by the GDPR could 

further precipitate market concentration. While a large company has no difficulty to absorb the 

compliance costs of the GDPR, the situation may be different for market players that are already 

struggling to make money and attract investment (Kuchler, 2018). The anticipated compliance 

costs of the GDPR could also delay or discourage market entry by making it more costly and 

risky, hence depriving advertisers and publishers of new and innovative tools, as well as the 

competitive pressure they would bring on Google. 

This imbalance is further aggravated by the uncertainty surrounding the GDPR. For instance, 

immediately after the entry into force of the GDPR, numerous independent ad exchanges and 

other vendors in the ad tech ecosystem saw their demand volumes shrink dramatically from 20 

to 40 percent (Davies, 2018). Indeed, the text of the GDPR left open a number of questions and 

authorities had not clarified fundamental issues, such as what legal basis is appropriate in the 

context of online advertising, how to obtain user consent or who can be considered as a 

controller or processor in the complex online advertising ecosystem, which ultimately was a 

benefit for Google as advertisers decided to fly to safety. Regulatory uncertainty may further 

penalize small and medium-size ad tech vendors when DPAs are not responsive to the need for 

clarity on some opaque areas of the GDPR. 

Second, large online platforms, such as Google, benefit from the advertisers’ trust, which 

therefore tend to concentrate their ad expenditure on them. Thus, the fear of liability and the 

large fines that can be imposed because of the GDPR have led advertisers to concentrate their 

ad spending on the largest players, as they trust that they are compliant with their regulatory 

requirements (Kostov and Schechner, 2019). Since the entry into force of the GDPR, Google 

and Facebook’s market dominance in online advertising has been further strengthened (Scott et 

al., 2018; Weissman, 2019). 

Trust in these players follows from three assumptions. First, that such companies have the 

resources to comply with the GDPR. Second, that companies holding vast amounts of data will 

be closely monitored by regulatory authorities and thus will be compliant. Third, that such 

companies will be more careful with users’ personal data as they have more to lose in case of 

non-compliance.  

Third, it is easier for a company like Google to obtain end-user content through its numerous 

customer-facing products. Indeed, the strengthened data protection framework set out by the 

GDPR has made it harder for small and medium-size players to collect and use data. Privacy-
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aware consumers might be hesitant to give consent to the processing of their data to market 

players they do not necessarily know – especially when seeing that their data might be used for 

a variety of purposes, such as advertising and measurement.  

On the contrary, Google’s market dominance allows it to easily obtain users’ consent to the 

collection of personal data (Markman, 2018). Billions of people are dependent on its service, 

such as Gmail, Search, YouTube and such, which they consider an indispensable part of their 

personal or even professional life – a part that they do not consider letting go. Evidence shows 

that about half of all Internet users and about two thirds of users aged 14-29 classify Google 

Search as “absolutely essential” (Niedermann, 2019). While some users are unhappy about the 

way consent is sought – for example, that it is often a take-it-or-leave-it approach or that it is 

too cumbersome to read all relevant notices – the perceived essential nature of the services 

provided by Google, combined with the lack of credible alternatives, outweigh their concerns 

about their data being collected.  

Moreover, in the case of logged-in environments (e.g. Android), user consent needs to be 

obtained only once, when the user is required to accept the terms and conditions in order to use 

the service. In contrast, outside the “walled gardens”, user consent must be obtained each time 

a user visits a publisher or advertiser’s website. Users faced with repetitive requests to consent 

to the collection and processing of their data are more likely to refuse granting the required 

consent. Additionally, the fragmentation of consent in the open web hampers the business of 

ad tech vendors which must ensure that user consent has been obtained in various touchpoints, 

covering the entire ad tech ecosystem, in order to be able to provide their services without 

infringing data protection laws. 

Fourth, the GDPR’s restrictions in data sharing give a competitive advantage to ad tech players 

that can acquire large troves of data through their consumer-facing products. Indeed, the GDPR 

has considerably limited data sharing, by requiring free, specific, informed and unambiguous 

consent for data transfers, as well as by requiring the data suppliers to monitor and follow the 

data transferred – as the data collector must ensure that data are only used in accordance with 

the data subject’s consent and that the data subject can exercise its rights – and by imposing 

liability in case of violation of the GDPR.  

Data sharing is, therefore, risky and many data holders may decide to take the extreme measure 

of refusing to share their data with smaller ad tech players as they may not trust their ability to 

comply with the GDPR. This is problematic as these smaller actors are generally the ones that 

would benefit the most from accessing third-data parties. 
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In contrast, there is limited incremental value from data transfer for large market actors holding 

massive amounts of data, as they already capture the data they need within their ecosystem. At 

the same time, when entities decide to engage in data sharing, they prefer to deal with large 

market actors, whom they trust to comply with the GDPR. This affects competition and creates 

a competitive advantage for large, well-known players, as smaller suppliers or new entrants 

will often be overlooked. The limitations to data sharing have therefore widened the gap 

between Google and Facebook and small players, making the former much more attractive to 

advertisers who value the amount of data and the identification possibilities they allow.  

Finally, one challenging issue is to quantify the impact of the GDPR on market concentration 

in the ad tech sector. A couple of recent empirical studies suggest that the short-run impact of 

the GDPR was indeed increased by market concentration. For instance, in their paper analyzing 

the impact of the GDPR on web technology vendors, Johnson and Shiver show that the highest 

impact on such vendors both in terms of market shares and concentration ratio was felt in the 

advertising category (Johnson and Shiver, 2019). 

Similarly, in their paper analyzing the impact of the GDPR on web technology services, Peukert 

et al. (2019) show that “with the introduction of GDPR, the dominant firm in many markets for 

web technologies, Google, increases its market share whereas all other firms that supply web 

technology either do not see a change in market share or suffer losses”. They also find among 

the service categories analyzed in their paper, Google’s largest market share increases were in 

the analytics market (7.2%) and the advertising market (4.5%). Thus, the GDPR does influence 

market concentration and competition in the advertising field.  

 

2.3  A decline in competition in Data markets 

The importance of the GDPR cannot be overstated. It seeks to protect consumers and users 

from harm resulting from unauthorized and excessive use of their personal data, in ways that 

might negatively affect human dignity and well-being, including but not limited to price 

discrimination, other forms of discrimination, black-mail, intangible nuisance, identity theft 

and harm to autonomy (Acquisti et al., 2016; Elkin-Koren and Gal, 2019). The GDPR also 

seeks to change the balance of power between data subjects and data controllers, potentially 

enabling data subjects to enjoy a larger portion of the fruits from sharing their data.  

Additionally, it seeks to ensure the free flow of data between EU member states – inter alia – 

by eliminating differences among such states regarding data processing.  
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Furthermore, it seeks to strengthen the trust users have that their personal data will not be used 

in ways that do not conform to their reasonable expectations, which is necessary for the efficient 

working on the market and for society to realize the value of technology. 

At the same time, the GDPR creates inherent tradeoffs between data protection and other 

dimensions of welfare, including competition and innovation (Price et al., 2019). While some 

of these effects were acknowledged when constructing the legal data regime, many were 

disregarded. Furthermore, the magnitude and breadth of such effects may well constitute an 

unintended and unheeded welfare-reducing consequence. Indeed, the GDPR limits competition 

and increases concentration in data and data-related markets, and potentially strengthens large 

data controllers. It also further reinforces the already existing barriers to data sharing in the EU, 

thereby potentially reducing data synergies that might result from combining different datasets 

controlled by separate entities (OECD, 2015). 

Seven main parallel and cumulative market dynamics that may limit competition and increase 

market concentration have been identified so far.  

First, as some commentators have already observed in the IAPP-EY Annual Governance Report 

2018 (2019), the costs of organizing a dataset in a way which complies with the GDPR may be 

high and are characterized by economies of scale. Accordingly, some small entrants might find 

it unprofitable to collect data.  

Second, also as previously observed, the GDPR prohibits or makes it more difficult to engage 

in some methods of data collection, creating comparative advantages to some data controllers. 

For instance, in their seminal article Campbell, Goldfarb and Tucker showed that the need to 

receive a user’s consent to use his/her data imposes transaction costs for internal data collection, 

whose effects fall disproportionately on less diversified or new firms. Both dynamics reduce 

the number of potential competitors in data collection (Campbell et al., 2015).  

Third, the GDPR reduces the economic incentives of firms to share any data collected. This is 

because those sharing data are still liable for monitoring its use by anyone with whom the data 

is shared. This, in turn, further reduces the number of data suppliers. 

Fourth, even where data is shared, the GDPR may limit its use. To illustrate, it is often costly, 

and sometimes impossible, to obtain informed consent from data subjects to have their data 

shared with the data receiver, as may be required by the GDPR. This effect is strengthened in 

a multi-product and/or multi-service environment, in which consent is required for each 

different use of data. The stronger the legal limitations on using data collected by an external 

entity, the stronger the motivation to collect it internally. 
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Fifth, the costs of non-compliance are high. Indeed, Article 83 points to the size of fines that 

can be imposed on firms which fail to comply with the GDPR (GDPR, Article 83). In addition 

to that, the effect of the virality of non-compliant data should be analyzed. The GDPR imposes 

a duty on the data receiver to ensure that any data received from an external entity is GDPR-

compliant. Accordingly, should non-compliant data be transferred from an external data 

controller and combined with the receiver’s data, the whole dataset could be polluted and 

considered non-compliant. Virality may affect all types of data included in the dataset, 

including non-personal data, so long as it is combined with – and cannot be easily separated 

from – the non-compliant personal data. Furthermore, and potentially more troubling, even if 

the dataset cannot be separated ex post, any learning by an algorithm based on the combined 

dataset cannot be easily reversed, especially if such learning was already translated into 

products or services. Undoing such effects could significantly disrupt business operations. To 

avoid such consequences, data receivers must engage in ongoing monitoring of their data 

suppliers’ collection and processing practices. This, in turn, might further reduce incentives to 

use externally collected data, and strengthen incentives for internal data collection. 

Sixth, the GDPR creates uncertainty, which may impose higher costs on smaller players, and 

might also enable large firms to use such uncertainty strategically, limiting the sharing of their 

data based on broad interpretations of the GDPR. 

Finally, the GDPR, and especially the discussion surrounding it, could have an indirect effect 

on data subjects, who might be more willing to provide their data to larger, more reputable 

firms, or to firms with which they must interact, at least until the trust of data subjects in the 

actual enforcement of data protection obligations is increased. 

The cumulative effect of such dynamics causes a decline in competition in data and in data-

based markets. More often than in the pre-GDPR period (Data Protection Directive 95/46EC), 

firms may now prefer to collect data internally. Where internal collection is costly or 

impossible, firms will prefer to purchase data from external data suppliers.  

Yet, the GDPR reduces the number of potential data suppliers and increases the costs of and 

barriers to data-sharing transactions. Accordingly, it is now substantially more difficult for 

firms to realize data synergies through data sharing. Furthermore, where data-based analysis 

requires a combination of personal and non-personal data, or where difficulties arise in 

separating these two types of data, the effects of such obligations may carry over to non-

personal data (Graef et al., 2018). Thus, the GDPR might also indirectly affect the free flow of 

non-personal data.  



 37 

The dynamics identified offer partial explanations for some of the troubling empirical evidence 

regarding investment in data-driven markets following the adoption of the GDPR (Chivot and 

Castro, 2019). Indeed, a study conducted by Merrill Corporation, for example, found that 58% 

of mergers and acquisitions professionals surveyed reported having worked on transactions that 

did not go through due to concerns about the parties’ compliance with the GDPR (Merrill 

Corporation, 2018).  

By having identified the markets dynamics that affect data collection and competition, the 

short-term and long-term competitive effects of the GDPR could be analyzed.  

 

2.4 Vendor concentration analysis 

Analyzing vendor market concentration introduces two definitional requirements. First, 

markets in terms of vendor membership must be defined. Second, vendor market shares, from 

which concentration measures are derived, must be defined. The U.S. Department of Justice 

and Federal Trade Commission (DoJ & FTC, 2010) suggest best practices for such choices in 

their guidance on the analysis of horizontal mergers. With regard to demand metrics, the FTC 

guidelines note: “In cases where one unit of a low-priced product can substitute for one unit of 

a higher-priced product, unit sales may measure competitive significance better than revenues. 

For example, a new, much less expensive product may have great comparative significance if 

it substantially erodes the revenues earned by older, higher-priced product, even if it earns 

relatively few revenues”. 

The web technology industry generally conforms to this description, due to high rates of service 

innovation and cost reduction. Vendor “unit sales” could be considered as its reach. For 

example, in the case of the advertising technology market, vendor “unit sales” are measured by 

the number of websites that interact with a domain owned by the vendor, and market shares 

represent the fraction of website-vendor interactions attributable to the vendor.  

With regard to market definition, the industry in aggregate as well as category-level markets 

have been considered.  

For a robust quantification of a vendor concentration in a – N vendor – market, three 

concentration metrics have been identified. These are as follows:  

1. Herfindahl–Hirschman Index (HHI): HHI summarizes market concentration as the sum 

of the squared market shares. Market shares are on a 0 to 100 scale, so that HHI varies 

from 0 (perfectly competitive) to 10,000 points (monopoly). 
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2. Concentration ratio (CR): CR is calculated as the sum of the market share percentage 

held by the largest specified number of firms in an industry. It indicates the size of firms 

in relation to their industry as a whole. Low concentration ratio in an industry would 

indicate greater competition among the firms in that industry, compared to one with 

ratio nearing 100%, which would be evident in an industry characterized by a true 

monopoly (Kenton, 2020).  

 

3. Head-to-head win rate: A metric that quantifies which vendor sites are more likely to 

drop. In particular, it seeks to quantify how often the sites drop each vendor, prior to 

and after the GDPR.  

First, the web technology industry has been considered as a single market by including all 

vendors. Figure 2 plots the evolution in relative market concentration over 2018, as 

measured by aggregate HHI. Aggregate HHI is 146 points before the GDPR and HHI 

reaches its maximum of 171 points one week post-GDPR, a 17.1% increase. It can be 

noticed that the Figure 2 provides empirical support for part (b) of Proposition 3: market 

concentration increases in response to GDPR’s implementation.  

 

Figure 2: Evolution of web technology vendor concentration (HHI) (Garrett et al., 2021) 
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Then, the effect of the GDPR on market concentration by vendor categories has been analyzed.  

 

2.4.1 GDPR short-run concentration impact  

Table 2: Short-term GDPR impact on concentration (1 week) (Garrett et al., 2021) 

 

Table 2 reports short-run changes in market concentration by category. The columns labeled 

“Pre” show the baseline HHI and concentration ratios for the top two vendors (CR2) in every 

category. It can be seen that all categories, except advertising and hosting, have HHI’s above 

the 2,500-point threshold that American regulators define as a “highly concentrated market” 

(US DoJ & FTC, 2010). 

Advertising has the lowest HHI (348 points) and CR2 (18.7), as ad-supported websites often 

employ several vendors to boost ad revenue. Advertising contains 165 vendors and site use 4.35 

vendors on average, so that even the dominant vendor – Google Marketing Platform – has a 

relative share of only 14.5 although it reaches 78.3% of sites.  

Turning to the GDPR’s short run impact on market structure, Table 2 shows that aggregate HHI 

increases 17.3% among all vendors and 17.8% among all classified vendors. The top four 

vendors categories represent 94.3% of categorized vendors pre-GDPR, and HHI increases post-

GDPR in each of these categories. The advertising category sees the largest increase in HHI, 

growing 25.3% from 348 to 436 points. The increases in HHI among the next three top 

categories are more moderate: 2.3% in hosting, 5.8% in audience measurement and 3.8% in 

social media. 

Beyond the top 4 categories, also mixed results have been analyzed. Design optimization 

changes little (-0.5%), whereas HHI in security increases 8.9%. the native ads and CRM 

categories become less concentrated: HHI falls -4.8% and -4.5% respectively. Both categories 

are highly concentrated and so small that they represent only 1.1% of total categorized vendor 
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reach. The increase in HHI in the advertising category (25.3%) is proportional to the decrease 

in the average number of vendors (24.1%), through this relationship is less than proportional in 

the remaining categories.  

Several categories see HHI increases near or above the 100-point threshold that American 

regulators use to scrutinize mergers: advertising gains 88 points, audience measurement gains 

239 points, social media gains 161 points and security gains 796 points. 

As the total share of the top two firms, CR2 can be a more intuitive metric than HHI. In Table 

2, the sign of the short-run change in CR2 reflects the change in HHI in all categories except 

security, where the baseline CR2 of 99.8 creates a ceiling effect.  

As with HHI, the largest increase in CR2 is in the advertising category, with a relative increase 

of 15.8% from a CR2 of 18.7 to 21.7; for the remaining top 4 categories, the relative increase 

in CR2 lies between 1.7% and 3.1%. The decreases in CR2 for design optimization native ads 

and CRM are small at -0.6%, -0.5% and -0.2% respectively. 

Finally, Table 2 shows the head-to-head win rate of the dominant firm in each category. This 

metric reflects the probability that a website keeps the dominant category vendor and drops a 

competitor post-GDPR, conditional on employing both vendors pre-GDPR. The top 4 

categories suggest that the increase in concentration is in part a story of Google and Facebook’s 

dominance. In advertising, Google Ad Manager wins an exceptional 98.9% of these head-to-

head battles. Google also wins in hosting (Google APIs) 74.3% of the time and in audience 

measurement (Google Analytics) 93.5% of the time. For its part, Facebook wins 87.2% of its 

head-to-head battles in social media. 

Below the top 4 categories, sites tend to use a single category vendor and less than 75 head-to-

head battles per category. In addition, the dominant firm’s win rate also helps to explain the 

change in HHI for smaller categories. For instance, Hotjar wins only half of its head-ho-head 

battles in the design optimization category, which helps explain why the category’s HHI is flat. 

In the security sector, Cloudfare wins 94.7% of the time, which helps to explain why that 

category sees the second largest increase in HHI. Taboola wins only 21.7% of the 23 head-to-

head battles in the native ads category, which helps to explain why that category sees a 4.8% 

reduction in HHI. 

Thus, the concentration ratios and win rate results suggest that sites prefer to keep the dominant 

firm over alternatives.  
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2.4.2 GDPR long-run concentration impact  

 

 

Table 3: Long-run GDPR impact on concentration (27 weeks post) (Garrett et al., 2021) 

 

Table 3 explores the change in concentration by category 27 weeks after the GDPR by 

replicating the calculation in Table 2 for the later time period. While aggregate HHI returns to 

baseline levels (0.006% higher), the aggregate HHI among vendors, whose purpose is 

classified, is still 3.9% higher than the baseline. 

The largest category – advertising – remains 6.3% more concentrated than the pre-GDPR 

baseline, while the next three categories see small decreases. Average vendors in the native ads 

category (0.07 vendors) remain lower than the pre-GDPR baseline (0.08 vendors), though the 

sign of the long-run HHI impact has reserved to +10.3% from -4.8% one week post-GDPR. 

In sum, the GDPR coincided with a short-run increase in aggregate web technology 

concentration. While market concentration does not always follow a reduction in vendor use, 

the largest web technology categories become more concentrated. Many categories are highly 

concentrated initially and several categories exhibit significant increases in concentration, 

relative to both the underlying change in category use and the 100-point threshold that 

regulators use to scrutinize mergers. The three different concentration metrics paint a consistent 

picture of these results. In aggregate, short-run concentration effects appear to dissipate over 

the long run, though increased concentration in the advertising technology market persists to 

some extent. This model again suggests that this dissipation is consistent with publishers’ 

declining beliefs about regulatory enforcement in the absence of enforcement actions.  
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2.5 Vendor usage analysis  

2.5.1 GDPR impact on vendor usage  

This empirical strategy relies on before-after comparisons to measure the effect of the GDPR. 

Identifying a control group poses a key challenge for studying the GDPR.  

First, non-EU websites may not be representative and are still subject to the GDPR if they target 

EU users. Given confusion of the interpretation of “targeting” – which the European Data 

Protection Board clarified in November 2018 – non-EU sites may treat EU traffic with caution. 

GDPR therefore can affect how non-EU websites treat EU users. Second, non-EU users may 

experience some spillover effects of the GDPR: that is, websites may implement GDPR 

measures for non-EU users to reduce administrative costs or enforcement scrutiny. 

The analysis showed that non-EU websites implement GDPR measures for EU users and that 

websites expose EU users to fewer vendors than non-EU users. Thus, neither non-EU sites nor 

non-EU users represent clean controls.Then, it is favored pre- vs. post-GDPR comparisons for 

a set of sites to quantify the effect of the GDPR on web technology vendors. Specifically, it has 

been analyzed how the number of vendors engaged by a website evolves after enforcement of 

the GDPR, by using the following fixed effects regression:  

 

 

 

where yit is website i’s number of technology vendors at time t, GDPRt is an indicator for the 

post-GDPR enforcement date t, θi is a site fixed effect, and εit is the error term. The coefficient 

λt therefore captures the difference in the average number of web technology vendors relative 

to the pre-GDPR baseline (μ), after conditioning on website fixed effects.  

It can be noticed that the econometric specification attributes all common temporal changes in 

outcomes to the GDPR.   
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Figure 3: Evolution of average web technology vendor usage per website (Garrett et al., 

2021) 

 

Figure 3 shows how website use of web technology vendors evolves over 2018, by plotting the 

regression estimates (λt) as a function of time. It can be seen that average web technology 

vendor use drops sharply after GDPR enforcement on May 25, 2018 – denoted by the vertical 

red line. Vendor use reaches its minimum one week later. The comparison between the pre-

GDPR baseline and one week post-GDPR is used as short-run GDPR effect estimate.  

The short-run estimate shows that sites reduce web technology vendors 14.9%, from an average 

of 14.5 to 12.4 vendors. Three quarter of this reduction happens right after the enforcement 

deadline as the number of vendors falls 11% between the initial scan on May 23-24 and the 

second scan on May 25-28. This finding suggests that most publishers waited until the last 

minute to adjust the vendors on their site.  

One of the starkest findings is that the short-run GDPR effect appears to erode over time: by 

the end of 2018, the average number web technology effectively returns to its pre-GDPR level. 

This result is still consistent with Zhuo et al. (Zhuo et al., 2019), who do not find that GDPR 

affected the Internet’s network level connectivity: due to the modest contribution of vendors to 

aggregate data flows as well as the magnitude and duration of the GDPR effect.  

In interpreting the pattern of Figure 3, the descriptive nature of the results has been emphasized. 

Thus, the post-GDPR growth in vendor use arises from a combination of: (1) declining site 

beliefs about GDPR enforcement, and (2) natural industry growth. 

These two explanations may be understood within the context of this theory model. Explanation 

(1) corresponds to enforcement beliefs declining over time following the GDPR 
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implementation (α → 0 as t → ∞), a corollary to Proposition 3. These beliefs about GDPR 

enforcement risk were most heightened around the May 25 enforcement deadline and 

subsequently declined as regulators did not levy fines and signaled, they would first study the 

industry. The enforcement expectations explanation is also consistent with the European 

Commission review of GDPR, which cited lack of enforcement as an obstacle to the full 

realization of the regulation (European Commission, 2019). 

Explanation (2) posits that the GDPR induced a downward shift in vendor usage after May 25, 

which eroded over time due to innovation among web technology vendors. Proposition 5 

implies that vendor innovation could materialize in the form of declining data processing costs 

(δ) or reduced service substitutability (γ). Growth and innovation are typical for the vendor 

industry: Lerner et al. (2016) show a steady increase in website use of third-party domains 

between 1966 and 2016. Moreover, Peukert et al. (2020) document an increasing trend in 

vendor use through 2017 and 2018, excepting the enforcement deadline. 

Explanations (1) and (2) highlight the rationale for using short-run effect estimate as the 

relevant benchmark for the GDPR’s impact on the web technology industry. To the extent that 

GDPR effects diminish over time due to flagging enforcement expectations, the short-run 

estimate captures the regulation’s effect when enforcement beliefs were highest in 2018. The 

short-run estimate is also preferred on the economic grounds, because the long-run estimates 

become increasingly confounded by industry growth trends.  

Then, the analysis shifts to vendor usage by service category. Category-level analysis lends 

insight into the GDPR’s effect on different types of web technology vendors and links directly 

to the discussion of market concentration, which relies upon the same categorization scheme. 

With nine categories, Table 4 is a comparison of the short-run GDPR effect (1 week pre- vs. 1 

week post-GDPR) and a single long-run effect (1 week pre- vs. 27 weeks post-GDPR) for each 

category, as reported below.  
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Table 4: GDPR impact on average vendor use by category (Garrett et al., 2021) 

 

The first column of Table 4 reports the pre-GDPR mean and the next three columns report the 

short-run GDPR coefficient estimate, standard error and percentage difference relative to the 

pre-GDPR mean. Each coefficient represents a separate fixed effect regression corresponding 

to each vendor category outcome. It can be seen that web technology vendors overall fall 14.5% 

and the subset of categorized vendors falls 17.7% from 8.4 to 6.9.  

The category-level results in Table 4 reveal that the average number of vendors falls for all but 

one category in the short run. The exception is the “privacy compliance” category, which is 

expected to benefit from the GDPR. However, few sites use vendors in the privacy compliance 

category, as these increase from only 0.017 to 0.021 vendors on average. 

Advertising is both the largest category and the category that falls the most (24.3%) from 4.35 

to 3.29 average vendors. Hosting, audience measurement and social media are the next largest 

categories and these categories fall by 9.7%, 10.9% and 11.5% respectively.  

The remaining categories appear infrequently with means of at most 0.22 vendors per site. 

The last three columns of Table 4 report the long-run change in web technology vendors by 

category. For all categories, vendor usage increases in the long run, compared to the measured 

short-run effects. The advertising category shows the largest attenuation of the short-run effect, 

which is consistent with either significantly revised GDPR enforcement expectations or greater 

innovation in this category. 

In sum, the short-run estimates demonstrate clear evidence of the GDPR effect. This drop is 

sudden with 74% of the short-run reduction in vendors arising within a couple days of the 

enforcement deadline. There is no comparable change in vendors usage for the rest of 2018, 

and other research suggests no such change in the year prior to the GDPR either (Peukert et al., 

2020). Vendor usage falls in all categories but privacy compliance, where it increases. This 

pattern is consistent with a GDPR effect rather than technology change or some other transitory 

shock.  

 

2.5.2 Usage effect heterogeneity and GDPR mechanisms  

The GDPR’s Recital 9 expresses the need for the GDPR to standardize EU Data Protection 

Law, though important differences between countries persist. The central EU privacy regulator 

recognizes that EU country-level regulators vary both in their resources and their enforcement 

intensity (European Data Protection Board, 2020).  
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This cross-country variation has been exploited to gain insight into GDPR’s effects across 

regions with different expectations of regulatory strictness. Specifically, the analysis is based 

on a European Commission survey of 4,835 data controllers that asks if the country’s regulator 

is more or less strict than other countries in the EU (European Commission, 2008). According 

to this survey, the strictest data regulators are Germany and Sweden whereas the laxest 

regulators are Bulgaria and Greece. In addition, a regulatory strictness measure for each website 

as the weighted average of the four-point country strictness survey measure, with weights 

determined by the proportion of website users from each EU country – sourced from Alexa –, 

has been introduced. 

The role of enforcement expectations has been analyzed by comparing vendor usage among 

websites in high regulatory strictness regimes to those in low regulatory strictness regimes. To 

infer both short and long run effects, the same model of Paragraph 2.5.1 has been replicated, 

by estimating equation on two data subsamples and plotting the model-predicted average usage 

over time.  

There is a focus on majority-EU sites – site receiving more than 50% of their traffic from EU 

users – to ensure a tighter link between the website and a given EU country’s regulator and to 

avoid any confounding relationship between foreign sites and traffic from certain EU countries. 

Then, the sample has been divided into quartiles of regulatory strictness.  

 

Figure 4: GDPR effects moderated by expectations of regulatory enforcement (Garrett et al., 

2021) 
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Figure 4 summarizes the analysis by plotting average vendor usage among websites in the top 

quartile of regulatory strictness and websites in the bottom quartile. It can be noticed that sites 

in stricter regimes return to pre-GDPR levels at the end of 2018, whereas sites in laxer regimes 

do so in July. These results strongly suggest that enforcement expectations materially contribute 

to the pattern of GDPR usage effects captured in Figure 3. 

Other GDPR studies also find that regulatory strictness moderates the impact of the GDPR 

technology venture capital (Jia et al., 2019) and recorded site outcomes (Goldberg et al., 2020).  

Then the analysis focuses on website characteristics that potentially explain variation in vendor 

choice. The theory model suggests an important role for exogeneous website revenue shifters, 

denoted by β. Specifically, Proposition 4 predicts that higher revenue websites will reduce 

vendor usage more than their lower revenue counterparts.  

Three observed variables shift website revenue can be observed. First, the traffic rank of the 

site – which is inversely related to the volume of site traffic – as measured by Alexa.  

Second, the average user income, which is expected to correlate with advertising and e-

commerce revenue. To construct this measure, the share of users of each site by country – from 

Alexa – was used to weigh income per capita at the country level.  

Third, the number of ads per page, which is expected to shift site revenue from advertising. 

This variable was collected in August 2018 by visiting each website homepage while using an 

ad blocker to count the number of blocked ads, following Shiller et al. (Shiller et al., 2018).  

The analysis further includes three website characteristics that are not related to revenue but are 

of interest. First, the normalized measure of regulatory strictness – for majority-EU sites – as a 

co-variate in the analysis. Second, the website’s share of traffic from the EU, again using data 

from Alexa. The share of users from the EU potentially affects the relative benefit of sharing 

personal data given that GDPR fines are a share of global revenue. Third, an indicator for sites 

without traffic from the EU as sites that do not target EU users are not subject to the GDPR. No 

potentially endogenous changes in website characteristics over time are included, by fixing the 

associated variables using pre-GDPR levels whether possible. 

The analysis seeks to analyze differences in both the short-run and long-run effects of the GDPR 

– on vendor usage – by website characteristics. To do this, a panel dataset has been used to 

estimate a regression equation that interacts the six website variables discussed above with a 

post-GDPR indicator and a post-GDPR time trend:  
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where yit indicates the number of vendors used by website i at time t and K ∈ {1, ..., 6} indicates 

website characteristics to that Xik is the Kth (time-stationary) characteristic of website i. The 

model includes site fixed effects θi, so only site characteristics Xik as an interaction are included. 

This regression is designed to test whether website characteristics explain post-GDPR 

differences in usage levels – short-run effects – and usage trends – long-run effects. As such, 

the full panel has been used except the May 25th scan, so that the short-run GDPR interactions 

better capture the 1 week post-GDPR effects.  

The first column of Table 5 estimates the short-run GDPR interaction effects and illuminates 

the role of website incentives. The short-run effect of the GDPR is to increase the chance of a 

penalty from 0 to some αSR > 0. This theory model thus predicts how different sites will cut 

vendors as α increases. From Proposition 4, sites with greater revenue shifters (β) engage more 

marginal vendors ex-ante and thus will cut more vendors post-GDPR. It can be noticed that the 

sign on site rank is opposite those on ad count and user income because site rank is inversely 

related to site traffic, the corresponding coefficients in column (1) have the predicted sign and 

are reach statistically significant with p < 0.01, lending empirical support to Proposition 4.  

 

 

Table 5: Heterogeneity in GDPR effect by website characteristics (Garrett et al., 2021) 
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The interactions with the share of EU users is positive and marginally significant (p < 0.1). This 

result suggests that sites with the smallest share of EU users make the deepest cuts to their 

vendors. This finding is expected to relate to the design of the GDPR penalties. Since GDPR 

penalties are 4% of global revenue, site with a small share of EU users have comparatively little 

to gain but more to lose from violating GDPR provisions, leading them to cut more vendors. 

There is an expectation for a positive and significant discontinuity in the interaction between 

the GDPR and an indicator for sites without EU users. This discontinuity is expected since sites 

that do not serve EU users are excluded from the GDPR and should therefore respond little to 

the GDPR, if at all. The positive interaction between share of EU users and the GDPR indicator 

illuminated how the design of the GDPR’s penalties shapes website’s choice of vendors. This 

represents an unintended consequence of the GDPR penalty design: sites that serve more EU 

users are less privacy-protective in this sense.  

Finally, the coefficient on regulatory strictness is positive and highly significant (p < 0.01), so 

that sites facing stricter data regulators cut vendors less in the short run. However, the 

magnitude of this effect is small, as suggested by Figure 4. A one standard deviation increase 

in regulatory strictness implies 2.0% (0.296/14.54) more vendors one week after the GDPR. 

There are three explanations. First, website facing stricter regulators may have been more 

careful with their vendors use prior to the GDPR in response to existing laws and the EU e-

Privacy Directive (Goldfarb, 2015). Second, this could be interpreted as a weak evidence of 

anticipatory behavior by sites that face a strict regulator. Third, if sites are risk averse and low-

strictness regimes are also more uncertain, it can therefore be observed that sites in low-

strictness regimes are cutting vendors more.  

The third column of Table 5 reports the estimates of the long-run GDPR interaction effect, 

which capture heterogeneity in post-GDPR usage trends. As expected from Figure 4, the 

baseline trend after the GDPR in column (3) is a positive: the number of vendors increases by 

0.0027 per week. The post-GDPR trend linked to regulatory strictness is negative (-0.0043) and 

significant (p < 0.05). This result provides evidence that the central insight from Figure 4 is 

robust to the inclusion of covariates: website beliefs about the enforcement probability play an 

important role in determining vendor usage, with sites in stricter regimes being slower to add 

vendors post-GDPR. 

The estimated signs of the revenue shifters and post-GDPR time trend interactions are largely 

as expected. Suppose that, in the absence of enforcement, website beliefs about the likelihood 

of enforcement fall – that is, α falls from its short run value αSR to its long run value αLR < αSR.  

Then, Proposition 4 predicts that the sign on interactions with the revenue shifters should flip. 
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The results validate this prediction for the interactions with site rank and ad count: sites with 

more traffic and more ads lead the post-GDPR growth in vendor use. The sign on income is 

negative and highly significant, which represent the sole finding contrary to the theory-driven 

hypothesis. Thus, a correlation between income and user preferences for privacy might 

discipline sites with high-income user traffic.  

Finally, it can be noted that the interaction of the post-GDPR time trend with the share of EU 

users is positive and significant while the interaction with the indicator for sites without EU 

users is negative and significant. Then, GDPR-exempt sites, which experienced smaller short-

run usage declines, actually tend to reduce more rapidly post-GDPR than sites with small shares 

of EU traffic. This is consistent with the GDPR’s incentive structure, which penalizes firms 

based on their global revenues.  

 

2.6 Is GDPR worth the cost? 

The GDPR revolutionizes Europe’s data protection regime and significantly affects how 

organizations worldwide collect, use, manage, protect and share personal data that come into 

their possession.  

As personal data increasingly represents an important class of economic asset for organizations, 

the regulatory environment across European member states is undoubtedly shifting and 

regulators have greater powers of enforcement. GDPR replaces a regime under which fines for 

a data breach were limited and enforcement actions infrequent. By contrast, the scale of the 

fines under GDPR – which can reach as high as €20 million or 4% of an enterprise’s annual 

global turnover – has understandably generated concern in boardrooms, and many are keen to 

know whether these fines can be insured (Leemans and Molony, 2018). Indeed, there have been 

several high-profile fines since the GDPR came into force, with GDPR Fines Quarterly Report 

finding that organizations were fined more than €182 million in 2020 alone (Irwin, 2021). 

A recent discussion suggests that the compliance costs of the GDPR may be substantial. Indeed, 

during the first year of implementation of the GDPR, approximately 500,000 European 

organizations hired a data protection officer (a DPO) – whose average annual salary is 

approximately 80,000 euros in Europe – (International Association of Privacy Professionals, 

2019). This means an additional cost of 40 billion euros solely for the employment of the DPOs. 

In addition, organizations have needed to use their resources to adapt their information systems 

and practices to comply with the requirements of the GDPR. During the first nine months of 

the GDPR, the total fines issued amounted to approximately 56 million euros. Fifty million 
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euros of this total amount is due to a single fine that the French Data Protection Agency (CNIL) 

issued to Google (Koch, 2019).  

However, given that European data protection agencies have handled approximately 100,000 

self-reported breaches and user complaints under the GDPR, it becomes clear that the amount 

of fines issued does not give a complete picture of the extent to which European firms have 

achieved and maintained compliance with the GDPR. 

Achieving and maintaining compliance with the GDPR is likely to increase costs and, hence, 

deteriorate the financial performance of all EU companies collecting and handling personal 

data. However, it is not clear what the actual magnitude of these effects is or whether the effects 

vary across different types of firms (e.g., small vs. large) and across different industries 

(consumer data intensive vs. non-intensive).  

Currently, as the GDPR came into force only recently, the empirical literature on the economic 

impacts of the GDPR is scarce. Yan and Li (2019, 1-15) look at the early effects of GDPR 

compliance investments on the group of organizations dealing with highly sensitive personal 

data: they estimate the pre-2018 financial impacts of the GDPR on EU hospitals that provide 

digital health services as their primary business. They use the difference-in-difference method 

and employ hospitals with at most a small share of digital services in their operating business 

as their control group. Yan and Li (2019, 1-15) find a negative effect on the financial 

performance of the hospitals in the treatment group. Another group of firms that is heavily 

affected by the GDPR is online firms collecting and managing vast quantities of individual-

level user data. Goldberg, Johnson and Shriver’s (2019) study among approximately 1,500 

online firms shows that the enforcement of the GDPR further adversely affected European web 

traffic and e-commerce sales. Their weekly data from the 2nd through 38th weeks of 2017 and 

2018 indicate approximately a 10% post-GDPR drop in recorded pageviews and revenues in 

Europe.  

The GDPR may affect the performance of not only incumbent companies but also, via 

investors’ future profit expectations, the funding available for newly established companies. Jia 

et al. (2019) compare venture capital investments in new and emerging technology firms in 

Europe and in the U.S. before and after the enforcement of GDPR. Their estimations using 

monthly investment data from January 2014 to April 2019 suggest that the short-term negative 

impacts of the GDPR on EU technology venture investments were substantial.  

Thus, compliance may incur costs in various ways, as discussed below.  

First, achieving GDPR compliance requires that decision makers in firms understand what the 

GDPR implies and what kind of actions it requires. Second, training of employees may be 
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necessary for the skills needed for achieving and maintaining compliance. The actual 

responsibilities depend on whether the firm is what the GDPR defines as a data controller or a 

data processor. A firm that owns data is called data controller. It is responsible for determining 

the purposes for which the data are used and the means of data processing. The data controller 

is also responsible for responding to consumers’ requests concerning their personal data. On 

the other hand, a firm that processes data for a third party is called a data processor. It processes 

the data only by following instructions from the data controller and keeps records of how the 

data are processed. Regardless of whether a firm is a data controller or a data processor, it is 

responsible for securing the data and keeping records of the actions taken for data security. A 

firm may have the responsibilities of both a data controller and a data processor. Under certain 

conditions, the firm needs to designate a data protection officer who is responsible for designing 

and implementing the firm’s data protection plan as well as monitoring the implementation. In 

short, compliance calls for a considerable allocation of human resources. A firm may allocate 

the tasks that GDPR compliance brings about either to the current employees or to new hires. 

Reallocating current employees to take care of GDPR compliance reduces output, while hiring 

new employees raises salary costs. Either way, GDPR compliance decreases the firm’s financial 

performance. 

In addition to human resources, achieving and complying with the GDPR imposes needs on IT 

infrastructures and software. If the current IT infrastructure is insufficient or the current 

software does not cater to the requirements imposed by the GDPR, the firms needs to invest in 

IT capital. Similar to human resources, IT investments made to comply with the GDPR incur 

costs without increasing output. In other words, the obligation to invest in this type of non-

productive capital has a negative effect on firm profitability.  

Moreover, implementing new systems and practices may temporarily disrupt or slow down the 

normal operations of a firm. If a firm uses consumer data intensively, GDPR compliance may 

require the firm to make substantial changes to its procedures. Thus, GDPR compliance may 

cause a negative productivity shock or even a lasting productivity drop. A decrease in 

productivity reduces the firm’s output and affects the firm’s performance negatively. 

Many firms also lack legal and technical expertise to implement the changes that GDPR 

compliance necessitates. These firms are likely to purchase legal and technical services from a 

third party. Even in a firm which has expertise, it may be more cost-effective to outsource the 

design and implementation of the changes that GDPR compliance requires. An increase in 

service expenses naturally has a negative effect on firm profitability.  
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In the longer term, the GDPR may affect firms’ performance by changing the efficiency of 

resource allocation among firms and sectors. The capability of the firm to cost-effectively meet 

the requirements of the GDPR affects its financial performance and, in the end, whether or not 

the firm can operate in the given market or industry. The GDPR may thus affect market 

structure and competition. Campbell, Goldfarb and Tucker (2015) propose a theoretical model 

to examine how regulation regarding the privacy of consumers’ data affects the competitive 

structure of data-intensive industries. They assume that consumers incur a cost when prompted 

to give consent to use their data. They make this assumption following the EU’s Data Protection 

Directive (95/46/EC) and Privacy and Electronic Communications Directive (2002/58/EC) and 

its amended (2009/135/EC), which were active before the GDPR came into force. Their model 

implies that privacy regulation imposes transaction costs that fall disproportionately on small 

and new firms, which may deter the entry of new firms. This conclusion is in line with the 

empirical finding of Jia et al. (2019) that the adverse effects of the GDPR on venture capital 

investments in emerging technology companies in Europe may block the entry of innovative 

companies.  

The GDPR concerns any firm that owns or processes personal data of EU consumers. In other 

words, an organization, irrespective of its location, needs to comply with the GDPR if it tracks, 

collects, stores, uses or analyses the data of citizens and residents of the EU. Consequently, the 

implementation of the GDPR has generated compliance costs not only to European firms but 

also to companies outside of the EU dealing with data of individuals located in the EU area. 

Hence, the largest U.S. companies, also active in the EU, have been hit hard by the compliance 

requirements. The International Association of Privacy Professionals and Ernst & Young 

suggest that the combined GDPR compliance costs of Fortune 500 firms amount to 7.8 billion 

U.S. dollars. It seems that it has primarily been the largest U.S. multinational companies and 

data-centric firms dealing with EU citizens data that have swiftly acted on the GDPR in the 

United States. Consequently, it seems possible that large U.S.-based firms, particularly those 

that are data-intensive high-technology companies, have not had a change in their financial 

performance different from that experienced by their European counterparts. 

Moreover, the compliance costs of the GDPR are likely to differ across industries. The required 

actions and costs of the GDPR compliance are presumably higher the more intensively the firm 

collects, processes and/or manages consumer data. The financial implications of GDPR 

compliance are therefore likely to differ across industries. Information and communication as 

well as finance are examples of sectors where consumer data are used intensively and where 

the financial impacts of GDPR are expected to be significant. It can also be noted that the GDPR 
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brings about an increase in the demand for legal and technical counselling – perhaps even gives 

birth to new kind of services – these counselling industries can, in fact, gain from the GDPR. 

In addition, if there are returns to scale in adopting GDPR compliant systems and processes, 

the financial effects of GDPR compliance are likely to differ across firms of different sizes. 

Irrespective of whether becoming GDPR compliant requires the firm to reallocate human 

resources or hire new employees, invest in IT capital, undergo a drop in total factor 

productivity, or purchase technical or legal services, the financial impacts can be seen in the 

firm’s profit margin.  

 

2.7 The way forward  

The GDPR is the Magna Carta of data protection, the importance of which cannot be overstated. 

Data protection creates an inherent clash with competing values, most importantly the potential 

loss of benefits from better data-based knowledge (Acquisti et al., 2016). To balance these 

tradeoffs, the GDPR does not prohibit data collection or sharing. Rather, it provides a 

mechanism for control, accountability and liability over data collection, processing and use, by 

combining individual rights with systemic governance (Kaminski, 2019). 

Yet, the price of data protection through the GDPR is much higher than previously recognized 

(Campbell et al., 2017). As elaborated, the GDPR has two main harmful effects: it limits 

competition in data markets, creating more concentrated market structures and entrenching the 

market power of those who are already strong, and it limits data synergies, thereby preventing 

the creation of some data-based knowledge. Such effects belie the confidence expressed by the 

European Commissioner for Justice, Consumers and Gender Equality Vera Jourovà, according 

to whom “the big guys increasing market share? I don’t believe the GDPR will have such a 

consequence” (Schechner and Kostov, 2018). 

In a world where “those that know how to use data have a decisive competitive advantage… 

through raising performance, offering more user-centric products and services, fostering 

innovation,” (EU Commission, 2017) and where the battlefield over data-based advantages has 

become global, the GDPR’s effect on data markets cannot be disregarded. First, the GDPR has 

implications well beyond the geographic borders of the EU. This is because many international 

firms which operate in the EU, or trade with it, must comply with its rules (Batikas et al., 2020). 

Once such firms adopt the internal mechanism necessary for GDPR compliance, these may be 

used for non-EU data as well. In addition, some jurisdictions are following in the footsteps of 

the EU and adopting laws which resemble the GDPR (e.g. California Consumer Protection Act 
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Jan 2020). Widespread adoption of such laws could lead to even greater concentration of firms 

in international markets.  

Second, most of the effects analyzed are long-term ones, which will not disappear once the 

market adjusts to the existence of the GDPR. It is thus worth reevaluating the overall welfare 

effects of the legal data regime chosen. But it is not to say the overall welfare effects of the 

GDPR are necessarily negative. The GDPR may negatively affect competition but still be 

welfare-enhancing. This will be the case if the harm to data subjects reduced by the GDPR is 

sufficient to compensate for its competitive effects, including its potential to increase user 

participation in the market based on increased trust (Campbell et al., 2017). The overall balance 

depends on the relative magnitude of these effects.  

Several suggestions could be made for creating a more welfare-enhancing equilibrium.  

Most importantly, competition law should give more weight to factors which might balance the 

negative effects of the GDPR on competition and innovation. For example, when evaluating 

the competitive effects of a merger or a joint venture, more weight should be given to 

considerations such as the ability of firms to engage in welfare-enhancing data sharing which 

may facilitate reductions in market concentration, or the potential for significant data synergies 

that could not be realized otherwise. This implies, for example, a more lenient policy towards 

mergers or joint ventures between small or medium-sized data controllers, which would enable 

them to reach economies of scale and scope in data analysis and compete more effectively with 

those who already enjoy such economies. It also implies that when at least one data controller 

in a proposed merger or joint venture already possesses strong comparative advantages in data 

analysis, a careful balance is required between the benefits of increased data synergies and the 

need to ensure the ability of other firms to effectively complete, in light of the increased hurdles 

to data collection and processing resulting from the GDPR. The conditions for applying the 

essential facilities doctrine and granting access to data might also need to be redefined in light 

of the effects of the GDPR. The interface between the GDPR and competition law, in cases 

where harm to privacy is minimal and benefits to competition and innovation are large, may 

also need to be reevaluated (Zingales, 2018). 

In addition, assessments of market power and potential competition should take into account 

the actual competitive effects of the GDPR. No longer can it be assumed that new players 

seeking to accumulate large volumes of data face only low barriers, as was the case in several 

earlier Commission decisions, especially where separate entities collect different parts of the 

dataset. Considering, for example, the Commission’s reasoning when it approved a joint 

venture between Google and the global biopharmaceutical firm Sanofi aimed at using big data 
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analysis to improve the management and treatment of diabetes (COMP/M.7813 

SANOFI/GOOGLE/DMI JV, rec. 36 et seq. 4). The competitive analysis at the time addressed 

concerns that the venture would allow the parties to lock in patients by restricting their ability 

to direct their data towards alternative services. The Commission dismissed such claims on the 

grounds that data subjects had the right to data portability. Yet, such a right is generally not 

sufficient to address competitive concern. This is because the comparative advantages of the 

joint venture are partially based on existing large datasets owned by the parties. It may be 

difficult for competitors to overcome such comparative advantages unless they can convince a 

sufficiently large number of users to sign up to their services, or unless they can combine 

different datasets. The first option is limited by user “stickiness”, by the fact that the data 

potentially arrive in a fragmented form and at different points in time, and by the fact that 

economies of scale and scope and network effects in data analysis create significant first-mover 

advantages that are difficult for new competitors to overcome. The second option, data sharing, 

must overcome high hurdles. 

Thus, several other suggestions, that might go some way toward making the GDPR more 

welfare-enhancing, could be made. 

First, where uncertainty regarding how to meet the GDPR’s legal obligations contributes to 

concentration, it may be useful to consider ways of limiting such uncertainty. For instance, the 

GDPR establishes a right to data portability, but does not specify technical requirements for 

meeting this commitment. The development – by regulators together with industry – of 

technological standards for data portability and interoperability might help reduce the 

consequent uncertainty as to what standards might ultimately be applied (Gal and Rubinfeld, 

2019).  

Second, governments might support investment in the development of better and privacy 

protection tools which can retain more value from collected data (Layton, 2019). 

Third, priority could be given to the development of better and faster tools for verification of 

GDPR compliance. And fourth, certification of data management and vetting processes could 

go a long way toward reducing costs. The government can either certify such tools or help 

facilitate such certification. In addition, the use of certified tools should be taken into account 

when assessing liability, and presumptions based on the use of reasonable tools should be 

created. This, in turn, could significantly reduce the risks involved in data sharing.  

A final suggestion relates to the structuring of mandatory data-sharing obligations under other 

laws in a way which is sensitive to the fact that it has become more difficult for small or new 

firms to grow and enjoy significant data synergies by obtaining data from external sources. To 
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illustrate, under the Public Sector Information Directive (Directive 2013/37/EU of the European 

Parliament and of the Council of 26 June 2013), some types of governmental data must be 

shared. The regulation does not differentiate between sharing with firms that already possess 

much data and with those that do no. It must thus be worth considering the option of asymmetric 

sharing of data, so that in certain circumstances the obligation to share data will relate mainly 

to sharing it with small or new entities. In line with this suggestion, it is worth exploring whether 

more flexible mechanisms for obtaining user content, such as opt-out rather than opt-in, should 

be applied with regard to certain types of data, the benefits of which are undeniable (Goldfarb 

and Tucker, 2015).  

Thus, privacy policy is interlinked with competition and the resultant data-based innovation in 

more ways that have yet been recognized. In particular, the GDPR raises the transaction costs 

of sharing data between different data controllers. Recognizing such effects should probably 

lead to a re-evaluation of the balance reached, and to the adoption of tools to ensure that there 

is an overall increase in welfare.  
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Chapter 3 

GDPR and the importance of Data to AI Startups 

 

3.1 Big Data and AI Startups  

As described in the AI Index 2018 Annual Report (Shomhan et al., 2019), AI has advanced 

rapidly over the past decade. Many scholars believe that AI has the potential to boost human 

productivity and economic growth (Furman and Seamans, 2019). Scholars also worry that these 

gains may come at a cost, potentially including labor displacement, income inequality and loss 

of privacy. AI algorithms rely on lots of data, often including data on individuals. In an effort 

to protect consumers’ privacy, a number of regulators have passed or considered laws 

restricting use and sharing of data, including the European GDPR and the California Consumer 

Privacy Act (CCPA). Even though this increased regulation is intended to protect consumers’ 

privacy, the legislation may negatively impact firms that need data to develop AI products. 

These burdens could be particularly costly for startups in Europe (Jia et al., 2019).  

AI relies on large quantities of data. These data are used to train and tune algorithms. Certain 

types of algorithms, such as neutral network and ensemble learning algorithms, support more 

complex tasks and require more training data. Also, certain technologies are more difficult to 

develop. For example, a startup that wants to train the underlying natural language 

comprehension capabilities of a chatbot would benefit from using neural networks and 

relatively large amounts of training data, as compared with other less sophisticated technologies 

or algorithms. It is apparent through numerous contests, including those leading up to the 

prestigious Loebner Prize for most “human-like” AI chatbots, that data is a key ingredient for 

success. The need for data does not diminish with firm size; larger and smaller firms targeting 

the creation of similar AI products require similar data resources. However, large firms may be 

able to access data more easily from supplier and customer relationships as they benefit from a 

breadth of supplier relationships and a more developed customer ecosystem. Additionally, 

larger firms could benefit from complementary business models which provide data as an 

externality of normal business operations. So, firms that have user-based platforms as part of 

another business line may be able to reuse that customer chat data to develop their chatbot. 

In addition to greater access to data through relationships, larger firms also have access to 

additional capital to hire computer scientists and engineers (Athey and Luca, 2019). It is even 

difficult for high-growth potential startups to raise capital (Nanda, 2016). Though startups 

benefit from cloud computing and other variable cost IT resources (Jin et al., 2018), larger firms 
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could have an over-abundance of these IT resources. Slack resources, such as excess cloud 

computing capabilities, could be used to run valuable experiments (Thomke, 2003; Varian, 

2014, 27-31) or to develop infrastructures that capture and store large amounts of customer 

data. More so, high technology firms may be able to avoid inertial tenancies to use outdated or 

aging IT resources.  

There is an apparent tradeoff between access to training data and consumer privacy. GDPR and 

other types of data regulation make it harder for firms to collect, store and analyze certain types 

of data, especially personally identifiable or employment data. Also, these regulations may 

impact the willingness of other firms to enter into data sharing collaboration. 

Further to a first-round survey of AI startups in how the AI product – of these startups – impacts 

labor (Bessen et al., 20018), Bessen et al. (2020) made a second-round survey of AI startups, 

which includes an additional 7 questions on data importance and the impact of the GDPR. 

The survey was designed to address two questions. First, the impact of the GDPR and data 

regulation on AI startups. Second, the importance of data to AI product development. Bessen 

et al. (2020) found that training data is important for AI startups that rely on natural nets and 

ensemble learning algorithms. They also found that firms with customers in Europe are 

significantly more likely to create a new position to handle GDPR-related issues or to reallocate 

firm resources due to GDPR. This implies that the GDPR imposes costs, perhaps substantial 

costs, on startup AI firms.  

Data privacy and protection continue to be a point of intense debate in research, policy and 

mass media. Several high visibility data breaches, from Equifax and Facebook/Cambridge 

Analytica in 2017 to the alleged hacking of Jeff Bezos’s mobile phone more recently, have 

received significant attention in the news. Consumers continue to pressure regulators and 

legislations to more effectively safeguard their data and privacy. However, this increased 

regulation creates tradeoffs between safeguarding personally identifiable information and data 

access for entrepreneurial activities.  

The European Union passed the GDPR in 2016, but the United States and other similarly 

advanced countries have yet to pass substantial regulatory policies. Given the 

interconnectedness of world economies, many firms are compliant with GDPR regardless of 

their headquarters location because they have customer operations in the EU. GDPR is being 

used as a rubric to frame similar legislation in other countries. More recently, CCPA focuses 

on the right to access your personal data from technology providers, to know what personal 

data is being collected and stored by employers, to delete one’s data, and to prevent the sale of 

one’s data.  



 60 

Even though other states lack similarly exhaustive policies, firms that conduct interstate 

business or sell their products online often adhere to the most stringent state guidelines. 

Prior research argues that GDPR increases the costs of collecting and using customer data. 

Revenues from online sales for EU firms, impacted by GDPR enforcement in 2018, dropped 

by 10% (Goldberg et al., 2019). Additionally, GDPR has asymmetrically impacted smaller 

firms in some industries. Enforcement of GDPR led to a reduction in the number of smaller 

web technology vendors used, leading to an increased concentration of more established, larger 

firms in the web technology industry (Johnson and Shriver, 2020). Rates of venture capital 

funding of startups in the EU also declined during this time period in comparison with the 

United States (Jin et al., 2019). After GDPR was legislated, many websites even outside of the 

EU were less likely to share personal data with web technology providers. At the same time, 

Google increased market concentration while smaller firms lost significant share, raising 

concerns over possible negative externalities to competition (Batikas et al., 2020). 

The use of Big Data raises numerous critical questions for regulation and policies focused on 

safeguarding personal data (Boyd and Crawford, 2012). Until GDPR and CCPA, there was little 

guidance for firms on managing data privacy. The topic of data privacy and protection is 

intertwined with that of AI due to the necessity of data in product development. Often, 

personally identifiable information is intermingled with other firm data prompting many legal 

scholars to discuss data ownership and exclusion rights. Privacy concerns arise when firms may 

analyze data that include information about specific individuals. Also, this more personal data 

could be used in a way that leads to biased decision-making (Cowgill and Tucker, 2019). 

Computer scientists and programmers may not have the training method needed to create 

models that are less biased. Data that is less suited to the task could further exacerbate issues 

of bias.  

There is some concern that GDPR and other data regulations, specifically in Europe, adversely 

affect entrepreneurial ventures (Jia et al, 2018). Even though some smaller firms with less than 

$1M in revenue are exempt from GDPR, this regulation has become – de facto – standard.  

Ultimately, these startups are targeting swift revenue growth and investors want to know how 

they can quickly be compliant to regulatory policies. Also, systems need to be initially designed 

correctly to enable adherence. For example, the ability to delete customer data requires the 

ability to search all the data sources by a single customer’s name or identifier.  
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3.2 Survey on AI Startups  

Artificial Intelligence is likely to drastically change the economy in a decade or so. That is, if 

47% of jobs will soon be at risk from AI, then surely jobs will be at risk already at those firms 

using AI applications. A look at the cutting-edge applications of the technology provides a 

window into likely outcomes over the next decade or so. To gain a peek through that window, 

a global survey of startup firms developing and selling commercial applications based on AI 

has been carried out. The survey questionnaire covers topics about the startup firms and their 

markets and customers, about their technologies, their use of data, jobs, and other required 

skills.  

The survey was administered online using Qualtrics from May to September 2018. The 22 

questions (excluding name and email questions) were a preview sampling on the academics of 

roughly a half dozen firms with interviews. Potential respondents were contacted via email.  

In addition to basic facts about the business of AI, the survey provides evidence that bears on 

several major questions that have been raised in the literature, including the impact of AI on 

jobs and occupations, and the role of data as a critical resource for AI-enabled startups.  

The first question concerns the impact of AI on jobs. Frey and Osborne (2017, 254-280) base 

their estimate on a technical evaluation of “automatability”, the technical feasibility of 

automation. The literature highlights several economic and technical reasons this might not be 

a sufficient metric for understating the impact of AI on jobs. One reason is that automating 

some or even most tasks an occupation performs does not necessarily eliminate the occupation. 

Historically, most automation has been partial. Bessen (2016) finds that of 270 detailed 

occupations listed in the 1950 Census, only one can be described as having been eliminated due 

to automation, namely the job of elevator operator. Furthermore, partially automating a job can 

increase employment in that occupation or industry as well as decrease employment (Acemoglu 

and Restrepo, 2018). This is because automation tends to decrease prices, driving greater 

demand. When demand is elastic enough, greater demand will offset the labor-saving effect of 

automation. For example, during the 19th century, the textile industry was heavily automated, 

yet employment rose (Bessen, 2017). More recently, the automatic teller machine (ATM) 

automated some of the work of bank tellers, yet their employment grew as well (Bessen, 2016). 

Also, the effect of AI is not just to automate tasks which replace humans, but also to enhance 

human capabilities at both performing new tasks and old tasks more effectively.  

A second question that the survey addresses is which occupation will be affected. 
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Frey and Osborne (2017, 254-280) argue that lower wage occupations will experience greater 

job losses than higher wage occupations. The McKinsey Global Institute projects, somewhat 

differently, that high wage occupations will grow while mid-wage occupations shrink. Kaplan 

(2015) posits that “automation is blind to the color of your collar” and many professions will 

be devastated. Susskind and Susskind (2015) argue that new technology will lead to the decline 

of the professions. The survey provides some evidence about which occupations are growing 

and which are losing jobs in response to AI. Other recent papers that take the task-or-ability-

based approach include Brynjolfsson, Mitchell and Rock (2018) and Felten, Raj and Seamans 

(2018, 54-57).  

A third question the survey addresses is the extent of entry barriers into AI markets. 

It appears that investment in AI is currently dominated by large firms, especially a few large 

tech firms (Bughin et al., 2017). In particular, some observers, such as Strucke and Grunes 

(2016), argue that the combination of data and network effects creates substantial entry barriers 

in online markets. For example, because Google has an enormous amount of search data, it 

might be hard for a new competitor to compete in the search engine market. Others contend 

that data, by itself, is not likely to pose an entry barrier (Lambrecht and Tucker, 2015; Sokol 

and Comerford, 2016). It may be that Google’s advantage comes not from the amount of data, 

but from the results of the product-focused experiments. Varian (2010, 1-10) reports that 

Google conducted 6,000 experiments on its search engine in 2008. Moreover, while large 

amounts of data are typically needed for machine learning, there may be diminishing returns to 

the amount of data beyond a certain point. For instance, Bajari et al. (2018) find that increasing 

the number of online products that Amazon tracks does not significantly improve machine 

learning prediction accuracy after a certain point, implying that data quantity provides only a 

low barrier to entry. Amazon and other large technology companies benefit from the breadth of 

the data captured. For example, startups are more likely to sell a subset of the broader product 

offering of a larger company and to engage with small to medium size customers. In any case, 

the survey provides basic information about startups’ access to data and circumstantial evidence 

on relative entry barriers in different industries.  

A fourth question the survey addresses is the use of data protections by AI startups. Data 

protection and data privacy has become a flashpoint in the media, due in part to high profile 

data breaches such as at Equifax in 2017 and in part to high profile exposure of Facebook user’s 

personal data to Cambridge Analytica in 2016 and 2017. Partially in response to these events, 

government regulators have instituted tighter rules on data protection. This has most notably 

manifested in Europe in the form of General Data Protection Regime (GDPR). There has been 
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some concern that the increased data protection required under GDPR may constitute a barrier 

to entry for startups, and early research suggests that GDPR may in part be contributing to a 

slowdown in VC investment in European based startups (Jia, Jin and Wagman, 2018).  

The surveyed startups sell their products in all major regions. The distribution of customers is 

generally broader, with over 50% of startup firms selling in the United States, in Asia and in 

Europe. Almost half of the startups (46%) sell to firms in the middle category of 51-1000 

employees, but these firms make up only 26% of the market as measured by employment size. 

The survey firms sell to both smaller and larger customers, but proportionately less than would 

be expected given the distribution of firms in the US, as indicated by the distribution of firms 

in the LBD. 

 

 

Figure 5: Startups Market Disproportionate to Mid-Sized Firms (Bessen et al., 2018) 

 

The survey respondents sell to customers in all major industry sectors as well as to individual 

customers, as seen in Figure 5. In this sense, machine learning is a general-purpose technology 

that can be used in a variety of applications across a variety of industries (Cockburn et al., 2018, 

115-146). 



 64 

 

Figure 6: Share of Firms Selling to Different Industries (Bessen et al., 2018) 

 

This broad distribution across industries suggests that the startup environment is healthy and 

many opportunities for entry exists. However, some industries may have relatively higher entry 

barriers than others. If there are no entry barriers, then both large and small firms will invest 

more in those industries that have greater technological opportunity. This means that without 

entry barriers, the distribution of AI development spending should look the same for small firms 

as it does for large ones. If, on the other hand, startups face significant entry barriers in an 

industry, then large firms would spend proportionately more in that industry. Comparing startup 

funding in different industries relative to total investment in AI in those industries helps identify 

those industries with possible entry barriers. 

For what concerns technology, almost all the startups report that their products are cloud-based 

(97%) although 33% of the firms additionally provide software on premises. Only 3% of the 

firms provide software on premises only. Most of the firms (68%) provide a commercial 

application using AI. Some use the AI in their own products and services (43%) and 12% 

provide developer tools for AI applications. 

In building their products, the surveyed firms use the technology to perform a variety of 

functions. Some of these are developed internally and some are purchased from outside 

vendors. The most commonly used technology is natural language understating and text 

analysis (62% of firms), followed by natural language classification and decision management 

(both at 56%). These are followed by visual recognition, including image, face and video (45% 

of firms) and sentiment/emotion analysis (43% of firms). Other technologies are used by a 

smaller percentage of firms. 
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Overall, many more firms develop their own software for the most commonly used technologies 

rather than purchase them from an external vendor. Only in two areas do firms rely more on 

outside vendors: speech recognition with 19% using external products while 13% develop their 

own, and natural language translation, with 17% using external software and 13% develop their 

own.  

Regarding the type of algorithm used, 76% of reporting firms use neural networks including 

recurrent, convolutional, and generative adversarial neural networks. The next most common 

methods are clustering algorithms (59% of firms) and Bayesian or other methods of 

probabilistic inference (58% of firms). Other methods are used less frequently. 

Thus, while startups use a wide variety of technologies to perform a variety of functions, a 

typical firm uses neural networks to do natural language text analysis for a cloud-based product.  

Startups also use a wide variety of data. 57% of the firms use unstructured text, 44% use 

transaction data, 38% use image, 37% use administrative data or other structured records. A 

smaller share of firms use audio, video, or other types of data. These data are mainly used to 

train algorithms. Consequently, the algorithms are re-trained as more data accumulates. 

Roughly a quarter of firms report refreshing their models daily, weekly, or monthly. 13% of 

firms report having models that are not refreshed with new data. 

Startup firms generally use other people’s data. The most common source of data is from 

customers. Indeed, 80% of the startup firms report using customer data, including data about 

their customers and users as well as other data. 63% use data from third parties, including 

government data, data scraped from the Internet, and public benchmarking data. 51% of firms 

report using their own proprietary data. Most of this use is with data from other sources, only 

6% of firms rely only on their own data. 

To protect their access to data, startup firms who use customer data retain secondary reuse 

rights 52% of the time. To control the use of proprietary data between the firms and its 

customers, 83% of the firms use legal contracts that specify data uses. Additionally, firms use 

a variety of technical means to protect and control data access, including de-identification 

encryption, passwords, access logs, and application program interfaces.  

Only 22% of firms report that the GDPR has impacted sales and marketing to non-EU countries. 

That figure is 27% for firms headquartered in Europe, excluding the United Kingdom. Given 

that the GDPR went into effect during the survey period, these figures might change as firms 

have more experience with the regulation. The survey respondents were asked to select all types 

of data protection used. As reported in Figure 7, across all types of data protection, startup firms 

with customers in the EU report using data protections more intensively than startup firms 
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without customers in the EU. This could reflect the impact of the GDPR and also different 

customer sensitivities.  

On the other hand, there appears to be limited differences in data protection according to firm 

size. Startup firms with ten or fewer employees represent close to 40% of the total survey 

respondents. The small startup firms appear slightly less likely to use legal contracts, de-

identification, data encryption and password protected access. However, small startup firms are 

equally likely to use logged access and application program interface as large startups.  

 

 

Figure 7: Data Protection by Customer Location (Bessen et al., 2018) 

 

The analysis above suggests that most firms are oriented to enhancing customer capabilities 

rather than reducing customer labor costs, especially in the broad service sector. This suggests 

that AI might have some job-creating potential, especially for the professional, managerial, 

sales and marketing occupations that tend to be the users of these products. On the other hand, 

AI also reduces labor costs for some customers. Moreover, these effects might differ across 

occupations because the use of AI differs dramatically across occupations. 

Clearly, AI is not all about destroying jobs. In particular, those occupations that are most likely 

to use AI are also most likely to see jobs created. At the same time, many jobs will be 

eliminated, especially in the three occupational groups that use AI relatively less. In many cases, 

jobs will be created in some occupations and jobs will be destroyed in other occupations at the 

same affected firms. Of the firms that responded to this question, almost half (46%) reported 

that their products both create and destroy jobs at customer firms. 26% report only creating jobs 

and 28% report only eliminating jobs. It is possible, of course, that survey respondents, perhaps 
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sensitive to publicity about job losses, shaded their answer to reflect better job outcomes than 

is actually the case. Nevertheless, Figure 8 reveals dramatic relative difference between 

occupational groups. Moreover, the results here are roughly consistent with the evidence above 

that only about half of the firms report labor cost reductions as a substantial customer benefit. 

 

 

Figure 8: Job Creation and Destruction by Occupational Group (Bessen et al., 2018) 

 

3.3 Constitutional democracy and technology in the age of AI 

The thread of human rights, democracy and the rule of law are the core elements of western 

and liberal constitutions. These principles are the supreme law of the land – all actions of 

government, legislators and indeed social reality are measured against them (Kumm, 2013). 

Given the foreseeable pervasiveness of Artificial Intelligence in modern societies, it is 

legitimate and necessary to ask the question of how this new technology must be shaped to 

support the maintenance and strengthening of constitutional “Trinitarian formula” rather than 

weakening it.  

The principle of rule of law, democracy and human rights by design in AI is necessary because 

on the one hand the capabilities of AI, based on big data and combined with the pervasiveness 

of devices and sensors of the IoT, will eventually govern core functions of society, reaching 

from education via health, science and business right to the sphere of law, security and defense, 

political discourse and democratic decision making. On the other hand, it is also high time to 

bind new technologies to the basic constitutional principles, as the absence of such framing for 

the Internet economy has already led to a widespread culture of disregard of the law and put 
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democracy in danger, the Facebook Cambridge Analytics scandal being only the latest wake-

up call in that respect.  

In the same way the “Greening of GE” and generally of industry came about after 

environmental protection legislation incentivized and forced innovation in the direction of 

environmental sustainability, so now will the GDPR of the EU drive innovation for a way of 

collecting and processing personal data with respect individual rights and the importance of 

privacy in democracy (Nemitz, 2018).  

It is clear that GDPR will always apply to AI when it processes personal data. GDPR contains 

important rights for users relating to any processing of their personal data as well as obligations 

of processors which will shape the way AI will be developed and applied. The principles of 

privacy and data protection by design and default set out in the GDPR are certainly becoming 

very important for AI as the limitations to automated processing and the related rights to 

meaningful information on the logic involved, the significance and the envisaged consequences 

of processing personal data with AI for those concerned. No new law is necessary in this 

respect.  

On the other hand, in democratic discourse, it is important to know whether one’s counterpart 

in discussion is a human or a machine. If machines could participate in the political discourse 

without being identified as such or even impersonating humans without sanction, this would 

amount to an important distortion of discourse, untenable in democracy. No law secures that 

people are made aware if machines enter into dialogue with them in the political context. As 

transparent political discourse among humans is the key to democracy, the principle of 

essentiality prescribes that transparency must be created by law as to whether a machine or a 

human is speaking. Nontransparent machine speech and a fortiori impersonation should be 

sanctioned, and those who maintain major infrastructures of political discourse should be held 

responsible to ensure that there is full transparency regarding machine speech on their 

infrastructures. This will require new law.  

 

3.4 A focus on AI Startups: Elaisian case study 

Elaisian is an innovative Italian startup founded in Rome in 2016 by Damiano Angelici and 

Giovanni Di Mambro. In 2017, Elaisian was selected as one out of ten best projects by 

StartupBootCamp FoodTech for bringing real time IOT monitoring to olive trees in order to 

increase yields and reduce maintenance costs. Simultaneously, the startup started the first test 

with several manufacturers including Monini and partnered with Flos Olei.  
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During 2017, several tests were made to highlight the benefits of the product offered. Then, in 

2018 Elaisian entered the market and launched a crowdfunding campaign that in 24 hours led 

the startup to raise the € 80,000 target budget. In 2019, the startup began to expand 

internationally, with a focus on the Spanish market. Indeed, they opened the first headquarters 

in Cordoba and then in Madrid.  

Over the past 12 months, Elaisian’s growth has been significant enough to double the team, 

without which they would not have achieved important results. Indeed, despite the Covid-19 

pandemic crisis, they were able to adapt and react immediately in order to not be impacted by 

the situation, managing to maintain an annual growth of 250%. 

Today the startup has 20 employees and its technology is used by over 1,000 agricultural 

holdings in 10 countries: Italy, Spain, Greece, Portugal, Cyprus, Morocco, Algeria, Chile, 

Uruguay and the United States.  

The startup adopts two different business models. The first one, SaaS (Software as a Service), 

consists in renting the hardware and the user pays the platform and the software, while the 

second one consists in the sale of the hardware with the software bundled for 3 years, so that 

the user buys the station and then he has the service available for 3 years.  

Three are three types of services offered: (i) without the installation of hardware, the user 

receives information from nearby weather stations, proprietary or not; (ii) station installed in 

an olive grove that collects data on temperature and humidity, at an affordable price; (iii) station 

in vineyards or olive groves, that collects data on temperature, humidity, pressure and rain. The 

station can be sold to the user or given on loan. All data is then processed by the software and 

users have access to the application and can see the data in real time and receive notifications 

and alerts on which interventions are required in the fields.  

The difference in these three models lies in the accuracy of the data, which depends on the 

positioning of the station: the closer the station to the field, the more accurate the data.  

A legal problem with which the company has to deal with concerns the relationship with some 

foreign investors, who wanted to invest in the startup but found Italian bureaucracy rather slow 

and cumbersome.  

With respect to the ongoing legislation process for the GDPR, it places responsibilities on data 

controllers, including an obligation to implement appropriate technical and organizational 

measures to ensure and to be able to demonstrate that processing is performed in accordance 

with this Regulation (GDPR, Art. 24(1)).  

Elaisian, having an international perspective, has been immediately compliant with the GDPR. 

However, the startup has had to support greater costs. The average value of the investment is 
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in the amount of approximately € 300,000, represented by both HR costs arising from the role 

of the DPO, consultants’ costs and IT investments resulting from the need to be compliant with 

the legislation. 

Regarding the Spanish market, December 6, 2018, the Official Gazette of Spain published the 

Organic Law 3/2018, of December 5, on the Protection of Personal Data and the Guarantee of 

Digital Rights.  

According to Article 1, this law has a double object. First, it adapts the Spanish legal system to 

the GDPR and further provides specifications or restrictions of its rules as explained in the 

GDPR. In this sense, the law states that the fundamental right to data protection of a natural 

person, under Article 18.4 of the Spanish Constitution, shall be exercised under the GDPR and 

this law. Second, the law guarantees the digital rights of citizens and employees, beyond the 

GDPR. For example, it includes the right to internet access, the right to digital education, the 

right to correction on the Internet and the right to digital disconnection in the workplace (Recio, 

2019). 

The GDPR has had a number of unintended negative consequences for the EU’s 

competitiveness in AI. Indeed, it has become clear that because the GDPR was initially drafted 

in 2014, before awareness of machine learning was widespread, policymakers did not properly 

consider its impact on AI. In many ways, it would have been better to have delayed the GDPR 

process by a year or two, as that would have given drafters more insight into the algorithmic 

economy. Nevertheless, this oversight has made the GDPR unfit for the emerging algorithmic 

economy. In particular, the GDPR has created artificial scarcity of data by making it more 

difficult for organizations to collect and share data. In addition, it has made it more difficult for 

companies and startups that use AI applications that automate decision-making regarding 

individuals using personal information. As a result, the GDPR has put the EU at a competitive 

disadvantage in the development and use of AI (Chivot and Castro, 2019). 

 

3.5 Fostering a European approach to Artificial Intelligence 

AI will have an enormous impact on the way people live and work in the coming decades. This 

reasoning is the basis of the European strategy on AI, which was launched in April 2018 and 

has been confirmed since. The potential benefits of AI for our societies are manifold, from less 

pollution to fewer traffic deaths, from improved medical care and enhanced opportunities for 

people with disabilities and older people to better education and more ways to engage citizens 
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in democratic processes, from swifter adjudication to a more effective fight against terrorism 

and crime, online and offline, as well as enhancing cybersecurity.  

Faced with the rapid technological development of AI and a global policy context where more 

and more countries are investing heavily in AI, the EU must act as one to harness the many 

opportunities and address challenges of AI in a future-proof manner. Starting with the launch 

of the European AI strategy in April 2018, the Commission’s two-pronged policy has been to 

make the EU a world-class hub for AI, while ensuring that AI is human-centric and trustworthy. 

Published in February 2020, the Commission’s White Paper on AI set out a clear vision for AI 

in Europe: an ecosystem of excellence and an ecosystem of trust for AI. 

Today’s AI package represents a key milestone in both policy dimensions. To promote the 

development of AI and address the potential high risks it poses to safety and fundamental rights 

equally, the Commission is presenting both a proposal for a regulatory framework on AI and a 

revised coordinated plan on AI. 

Given AI’s potential, the European Union is promoting its development and deployment. 

Through the Digital Europe and Horizon Europe programs, the Commission plans to invest 1 

billion euros per year in AI and mobilize additional investments from the private sector and the 

Member States to reach 20 billion euros per year over the course of this decade.  

Strengthening Europe’s AI capabilities is a key element of the wider strategy of making Europe 

fit for the digital age and turning the next 10 year into the Digital Decade, as set out in the 

Digital Compass (2030 Digital Compass: the European way for the Digital Decade, COM 

(2021) 118). In particular, the promotion of AI-driven innovation is closely linked to the 

implementation of the European Data Strategy, including the recent proposal for the Data 

Governance Act, since AI can only thrive when there is smooth access to data. Especially small 

and medium-sized enterprises will need fair access to data to make a broad uptake of AI in the 

EU economy possible. The proposed regulatory framework on AI will also work in tandem 

with applicable product safety legislation and in particular the revision of the Machinery 

Directive (COM (2021) 202), which addresses – among others – the safety risks of new 

technologies, including the risks emerging from human-robot collaboration, cyber risks with 

safety implications, and autonomous machines. Equally, the framework is an addition to the 

EU Security Union strategy, the new cybersecurity strategy, the Digital Education Action Plan 

2021-2027 and the recently proposed Digital Services Act and Digital Markets Act as well as 

the European Democracy Action Plan. 

Finally, the proposed framework will be complemented by legislation to adapt the EU liability 

framework, such as revising the Product Liability Directive, in order to address liability issues 
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related to new technologies, including AI, and by a revision of the General Product Safety 

Directive. 

The newly adopted Recovery and Resilience Facility (RRF) will enable Europe to raise its 

ambition and become a first mover in adopting AI. The RRF, which will be the centerpiece of 

the EU recovery plan, will make an unprecedent 627.5 billion euros in loans and grants 

available to support reforms and investments by Member States for the crucial first year of the 

recovery. At least 20% of the available funding will be allocated to measures fostering the 

digital transition, amounting to up 134 billion euros in the life cycle of the RRF. 

The RRF can be used to expected to boost Member States’ investments in AI and support 

leading research, innovation and testing capacities, so that the accelerated development and use 

of AI can contribute to economic and social recovery and improve competitiveness in the longer 

term. The opportunity is all the greater, since the RRF funding comes on top of the Digital 

Europe and Horizon Europe programs, as well as substantial innovation funding under the 

Cohesion Policy programs.  

To harness the benefits of AI, Europe can build upon its existing strengths. Europe has a world-

leading position in robotics and competitive industrial ecosystems. These assets, together with 

an increasingly performant computing infrastructure (e.g. high-performance computers) and 

large volumes of public and industrial data, put Europe in a position of being able to create 

world-leading AI capabilities on the back of its excellent research centers and in increasing 

number of innovative startups. To leverage these strengths with available funding, EU Member 

States and the Commission will pool expertise, coordinate actions and jointly mobilize 

additional resources. For this purpose, building on the cooperation it has developed with the 

Member States since 2018, the Commission is today presenting a revised coordinated plan on 

AI. 

At the same time, the use of AI also creates risks that need to be addressed. Certain 

characteristics of AI, such as the opacity of many algorithms that makes investigating causal 

relationships difficult, pose specific and potentially high risks to the safety and fundamental 

rights that existing legislation is unable to address or in view of which it is challenging to 

enforce existing legislation. For example, it is often not possible to determine why an AI system 

has arrived at a specific result. As a consequence, it may become difficult to assess and prove 

whether someone has been unfairly disadvantages by the use of AI systems, for example in a 

recruitment or promotion decision or an application for a public benefit scheme. The use of AI 

systems may leave affected people with significant difficulties to correct erroneous decisions. 

Facial recognition in public spaces can have a very intrusive effect on privacy unless properly 
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regulated. In addition, poor training and design of AI systems can result in significant errors 

that may undermine privacy and non-discrimination. AI-enabled robots and intelligent systems 

must be engineered and designed to meet the same high standards of safety and protection of 

fundamental rights for traditional technologies provided for by European law. 

Reacting to these challenges in AI, the European Parliament and the European Council have 

repeatedly called for legislative action to ensure a well-functioning internal market for AI 

systems, where both the benefits and the risks of AI are appropriately addressed in a manner 

that will stand the test of time. The Commission’s proposal for a regulatory framework on AI 

represents a key juncture in the journey towards protecting safety and fundamental rights and 

hence ensuing trust in the development and uptake of AI. 

The coordinated plan and the proposal for a regulatory framework are part of the European 

Union’s efforts to be an active player in international and multilateral fora in the field of digital 

technologies and a global leader in the promotion of trustworthy AI, and to ensure consistency 

between the EU’s external actions and its internal policies. On the global stage, AI has become 

an area of strategic importance at the crossroads of geopolitics, commercial stakes and security 

concerns. Countries around the world are choosing to use AI as a means of technical 

advancement due to its utility and potential. AI regulation is in its infancy and the stakes are 

high for the EU to spearhead the development of new ambitious global norms, AI-related 

international standardization initiatives and cooperation frameworks, in line with the rules-

based multilateral system and the values it upholds. In line with the Joint Communication on 

strengthening the EU’s contribution to rules-based multilateralism, the EU intends to deepen 

partnership, coalitions, and alliances with third countries – notably like-minded partners – as 

well as multilateral and regional organizations. It also intends to engage in issue-based 

cooperation with other countries, and to push back where those values are threatened. 

 

3.6 The proposal for a regulatory framework of AI 

As set out in the White Paper on AI, and largely confirmed by the public consultation that 

followed, the use of AI creates a number of specific high risks for which existing legislation is 

insufficient. While there is already a solid framework of legislation in place at the EU and 

national levels to protect fundamental rights and ensure safety and consumer rights, particularly 

including the General Data Protection Regulation and the Law Enforcement Directive, certain 

specific features of AI technologies (e.g. opacity) can make the application and enforcement of 

such legislation more challenging and generate high risks for which a tailored regulatory 
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response is needed. Therefore, the proposal introduces a set of harmonized rules applicable to 

the design, development and use of certain high-risk AI systems, as well as restrictions on 

certain uses of remote biometric identification systems. 

By earning people’s trust, the envisaged risk-based legislation should foster the uptake of AI 

across Europe and boost Europe’s competitiveness. The Commission’s proposal therefore 

pursues the twin objectives of addressing the risks associated with specific AI applications in a 

proportionate manner and of prompting the uptake of AI. The proposed legal framework is 

designed to intervene only where this is strictly needed and in a way that minimizes the burden 

of economic operators, with a light governance structure. 

The proposed AI regulation puts forward rules to enhance transparency and minimize risks to 

safety and fundamental rights before AI systems can be used in the European Union. Its 

architecture is based on a number of core components, which, as a whole, build a proportionate 

and risk-based European regulatory approach. Firstly, it provides for a technology-neutral 

definition of AI systems that is future-proof, to the extent that it can cover techniques and 

approaches which are not yet known or developed. 

Secondly, to avoid regulatory overreach, the proposal focuses on so-called “high risk” AI use 

cases, i.e. where the risks that AI systems pose are particularly high. Whether an AI system is 

classified as high-risk depends on the intended purpose of the system and on the severity of the 

possible harm and the probability of its occurrence. To ensure that the rules are future-proof 

and can be adjusted to emerging uses and applications of high-risk AI systems, the possibility 

exists to classify new AI systems as high-risk with certain predefined areas of use.  

Thirdly, the proposal provides that high-risk AI systems need to respect a set of specifically 

designed requirements, which include the use of high-quality datasets, the establishment of 

appropriate documentation to enhance traceability, the sharing of adequate information with 

the user, the design and implementation of appropriate human oversight measures, and the 

achievement of the highest standards in terms of robustness, safety, cybersecurity and accuracy. 

High-risk AI systems must be assessed for conformity with these requirements before being 

placed on the market or put into service. For the smooth integration with existing legal 

frameworks, the proposal takes into account – where relevant – of the sectorial rules for safety, 

ensuring coherence between the legal acts and simplification for economic operators.  

The proposed draft regulation lays down a ban on a limited set of uses of AI that contravene 

European Union values or violate fundamental rights. The prohibition covers AI systems that 

distort a person’s behavior through subliminal techniques or by exploiting specific 
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vulnerabilities in ways that cause or are likely to cause physical or psychological harm. It also 

covers general purpose social scoring of AI systems by public authorities.  

Under the proposed regulation, other uses of AI systems are only subject to minimal 

transparency requirements, for example in the case of chatbots, emotion recognition systems, 

or deep fakes. This will allow people to make informed choice or withdraw from a given 

situation. Finally, the proposed regulation will encourage the use of regulatory sandboxes 

establishing a controlled environment to test innovative technologies for a limited time, access 

to Digital Innovation Hubs and access to testing experimentation facilities, which will help 

innovative companies, SMEs and startups to continue innovating in compliance with the new 

draft regulation.  

Thus, the proposed regulation on AI combines greater safety and fundamental rights protection 

while supporting innovation, enabling trust without preventing innovation.  

 

3.6.1 Reasons for and objectives of the proposal  

Artificial Intelligence is a fast-evolving family of technologies that can bring a wide array of 

economic and societal benefits across the entire spectrum of industries and social activities. By 

improving prediction, optimizing operations and resource allocation, and personalizing service 

delivery, the use of AI can support socially and environmentally beneficial outcomes and 

provide key competitive advantages to companies and the European economy. Such action is 

especially needed in high-impact sectors, including climate change, environment and health, 

the public sector, finance, mobility, home affairs and agriculture. However, the same elements 

and techniques that power the socio-economic benefits of AI can also bring about new risks or 

negative consequences for individuals or the society. In light of the speed of technological 

change and possible challenges, the EU is committed to strive for a balanced approach. It is in 

the Union interest to preserve the EU’s technological leadership and to ensure that Europeans 

can benefit from new technologies developed and functioning according to Union values, 

fundamental rights and principles. 

This proposal delivers on the political commitment by President von der Leyen, who announced 

in her political guidelines for the 2019-2024 Commission “A Union that strives more”, that the 

Commission would put forward legislation for a coordinated European approach on the human 

and ethical impressions of AI. Following on that announcement, on 19 February 2020 the 

Commission published the White Paper on AI – A European approach to excellence and trust 

(2020). The White Paper sets out policy options on how to achieve the twin objective of 
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promoting the uptake of AI and of addressing the risk associated with certain uses of such 

technology. This proposal aims to implement the second objective for the development of an 

ecosystem of trust by proposing a legal framework for trustworthy AI. The proposal is based 

on EU values and fundamental rights and aims to give people and other users the confidence to 

embrace AI-based solutions, while encouraging businesses to develop them. AI should be a 

tool for people and be a force for good in society with the ultimate aim of increasing human 

well-being. Rules for AI available in the Union market or otherwise affecting people in the 

Union should therefore be human centered, so that people can trust that the technology is used 

in a way that is safe and compliant with the law, including the respect of fundamental rights. 

Following the publication of the White Paper, the Commission launched a broad stakeholder 

consultation, which was met with a great interest by a large number of stakeholders who were 

largely supportive of regulatory intervention to address the challenges and concerns raised by 

the increasing use of AI. 

The proposal also responds to explicit requests from the European Parliament and the European 

Council, which have repeatedly expressed calls for legislative actions to ensure a well-

functioning internal market for AI systems where both benefits and risks of AI are adequately 

addressed at the Union level. It supports the objective of the Union being a global leader in the 

development of secure, trustworthy and ethical artificial intelligence as stated by the European 

Council (European Council, 2020) and ensures the protection of ethical principles as 

specifically requested by the European Parliament.  

In 2017, the European Council called for a “sense of urgency to address emerging trends” 

including “issues such as artificial intelligence…, while at the same time ensuring a high level 

of data protection, digital rights and ethical standards” (European Council, 2017). In its 2019 

Conclusions on the Coordinated Plan on the development and use of artificial intelligence Made 

in Europe, the Council further highlighted the importance of ensuring that the rights of 

European citizens are fully respected and called for a review of the existing relevant legislation 

to make it fit for the purpose of new opportunities and challenges raised by AI (European 

Council, 2019). The European Council has also called for a clear determination of the AI 

applications that should be considered high-risk. 

The most recent Conclusions from 21 October 2020 further called for addressing the opacity, 

complexity, bias, a certain degree of unpredictability and partially autonomous behavior of 

certain AI systems, to ensure their compatibility with fundamental rights and to facilitate the 

enforcement of legal rules. 
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The European Parliament has also undertaken a considerable amount of work in the area of AI. 

In October 2020, it adopted a number of resolutions related to AI, including ethics, liability and 

copyrights. In 2021, those were followed by resolutions on AI in criminal matters and in 

education, culture and the audio-visual sector. The EP Resolution on a Framework of Ethical 

Aspects of Artificial Intelligence, Robotics and Related Technologies specifically recommends 

to the Commission to propose legislative actions to harness the opportunities and benefits of 

AI, but also to ensure protection of ethical principles for the development, deployment and use 

of AI, robotics and related technologies. In accordance with the political commitment made by 

President von der Leyen in her Political Guidelines as regards resolutions adopted by the 

European Parliament under Article 225 TFEU, this proposal takes into account the 

aforementioned resolution of the European Parliament in full respect of proportionally, 

subsidiary and better law-making principles. 

Against this political context, the Commission puts forward the proposed regulatory framework 

on Artificial Intelligence with the following specific objectives: (i) ensure that AI systems 

placed on the Union market and used are safe and respect existing laws on fundamental rights 

and Union values; (ii) ensure legal certainty to facilitate investment and innovation in AI; (iii) 

facilitate the development of a single market for lawful, safe and trustworthy AI applications, 

and prevent market fragmentation. 

To achieve these objectives, this proposal presents a balanced and proportionate horizontal 

regulatory approach to AI that is limited to the minimum necessary requirements to address the 

risks and problems linked to AI, without unduly constraining or hindering technological 

development or otherwise disproportionately increasing the cost of placing AI solutions on the 

market. The proposal sets a robust and flexible legal framework. On one hand, it is 

comprehensive and future-proof in its fundamental regulatory choices, including the principle-

based requirements that AI systems should comply with. On the other hand, it puts in place a 

proportionate regulatory system centered on a well-defined risk-based regulatory approach that 

does not create unnecessary restrictions to trade, whereby legal intervention is tailored to those 

concrete situations where there is a justified cause for concern or where such concern can 

reasonably be anticipated in the near future. At the same time, the legal framework includes 

flexible mechanisms that enable it to be dynamically adapted as the technology evolves and 

new concerning situations emerge. 

The proposal sets harmonized rules for the development, placement on the market and use of 

AI systems in the Union following a proportionate risk-based approach. It proposes a single 

future-proof definition of AI. Certain particularly harmful AI practices are prohibited as 
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contravening Union values, while specific restrictions and safeguards are proposed in relation 

to certain uses of remote biometric identification systems for the purpose of law enforcement. 

The proposal lays down a solid risk methodology to define “high-risk” AI systems that pose 

significant risks to the health and safety of the fundamental rights of people. Those AI systems 

will have to comply with a set of horizontal mandatory requirements for trustworthy AI and 

follow conformity assessment procedures before those systems can be placed on the Union 

market. Predictable, proportionate, and clear obligations are also placed on providers and users 

of those systems to ensure the safety and respect of existing legislation protecting fundamental 

rights throughout the whole AI systems lifecycle. For some specific AI systems, only minimum 

transparency obligations are proposed, in particular when chatbots or “deep fakes” are used. 

The proposed rules will be enforced through a governance system at the Member State level, 

building on already existing structures, and a cooperation mechanism at the Union level with 

the establishment of a European Artificial Intelligence Board. Additional measures are also 

proposed to support innovation, in particular through AI regulatory sandboxes and other 

measures to reduce the regulatory burden and to support Small and Medium-Sized Enterprises 

(SMEs) and startups. 

 

3.6.2 Consistency with existing policy provisions in the policy area 

The horizontal nature of the proposal requires full consistency with existing Union legislation 

applicable to sectors where high-risk AI systems are already used or likely to be used in the 

near future. 

Consistency is also ensured with the EU Charter of Fundamental Rights and the existing 

secondary Union legislation on data protection, consumer protection, non-discrimination and 

gender equality. The proposal is without prejudice and complements the GDPR and the Law 

Enforcement Directive with a set of harmonized rules applicable to the design, development 

and use of certain high-risk AI systems and restrictions on certain uses of remote biometric 

identification systems. Furthermore, the proposal complements existing Union law on non-

discrimination with specific requirements that aim to minimize the risk of algorithmic 

discrimination, in particular in relation to the design and the quality of data sets used for the 

development of AI systems complemented with obligations for testing, risk management, 

documentation and human oversight throughout the AI systems lifecycle. The proposal is 

without prejudice to the application of Union competition law. 
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As regards high-risk AI systems which are safety components of products, this proposal will 

be integrated into the existing sectoral safety legislation to ensure consistency, avoid 

duplications and minimize additional burdens. In particular, as regards high-risk AI systems 

related to products covered by the New Legislative Framework (NLF) (e.g. machinery, medical 

devices, toys), the requirements for AI systems set out in this proposal will be checked as part 

of the existing conformity assessment procedures under the relevant NLF legislation. With 

regard to the interplay of requirements, while the safety risks specific to AI systems are meant 

to be covered by the requirements of this proposal, NLF legislation aims at ensuring the overall 

safety of the final product and therefore may contain specific requirements regarding the safe 

integration of an AI system into the final product. The proposal for a specific type of Machinery, 

which was adopted on the same day that this proposal was made, fully reflects this approach. 

As regards high-risk AI systems related to products covered by relevant Old Approach 

legislation (e.g. aviation, cars), this proposal would not directly apply. However, the ex-ante 

essential requirements for high-risk AI systems set out in this proposal will have to be taken 

into account when adopting relevant implementing or delegated legislation under those acts. 

As regards AI systems provided or used by regulated credit institutions, the authorities 

responsible for the supervision of the Union’s financial services legislation should be 

designated as competent authorities for supervising the requirements in this proposal to ensure 

a coherent enforcement of the obligations under this proposal and the Union’s financial services 

legislation where AI systems are to some extent implicitly regulated in relation to the internal 

governance system of credit institutions. To further enhance consistency, the conformity 

assessment procedure and some of the providers’ procedural obligations under this proposal are 

integrated into the procedures under Directive 2013/36/EU on access to the activity of credit 

institutions and the prudential supervision.   

This proposal is also consistent with the applicable Union legislation on services, including 

intermediary services regulated by the e-Commerce Directive 2000/31/EC and the 

Commission’s recent proposal for the Digital Service Act (DSA). 

In relation to AI systems that are components of large-scale IT systems in the Area of Freedom, 

Security and Justice managed by the European Union Agency for the Operational Management 

of Large-Scale IT Systems (eu-LISA), the proposal will not apply to those AI systems that have 

been placed on the market or put into service before one year has elapsed from the date of 

application of this Regulation, unless the replacement or amendment of those legal acts leads 

to a significant change in the design or intended purpose of the AI system or AI systems 

concerned.  
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For what concerns consistency with other Union policies, the proposal is part of a wider 

comprehensive package of measures that address problems posed by the development and use 

of AI, as examined in the White Paper on AI. Consistency and complementarity are therefore 

ensured with other ongoing or planned initiatives of the Commission that also aim to address 

those problems, including the revision of sectoral product legislation (e.g. the Machinery 

Directive, the General Product Safety Directive) and initiatives that address liability issues 

related to new technologies, including AI systems. Those initiatives will build on and 

complement this proposal in order to bring legal clarity and foster the development of an 

ecosystem of trust in AI in Europe. 

The proposal is also coherent with the Commission’s overall digital strategy in its contribution 

to prompting technology that works for people, one of the three main pillars of the policy 

orientation and objectives announced in the Communication “Shaping Europe’s digital future” 

(COM/2020/767). It lays down a coherent, effective and proportionate framework to ensure AI 

is developed in ways that respect people’s rights and earn their trust, making Europe fit for the 

digital age and turning the next ten years into the Digital Decade. 

Furthermore, the promotion of AI-driven innovation is closely linked to the Data Governance 

Act, the Open Data Directive and other initiatives under the EU strategy for data, which will 

establish trusted mechanisms and services for the re-use, sharing and pooling of data that are 

essential for the development of data-driven AI models of high quality. 

The proposal also strengthens significantly the Union’s role to help shape global norms and 

standards and promote trustworthy AI that is consistent with Union values and interests. It 

provides the Union with a powerful basis to engage further with its external partners, including 

third countries, and at international fora on issues relating to AI. 
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Conclusions 

 

The advent of Big Data and Artificial Intelligence has brought with them numerous benefits as 

productivity, safety, more useful data, information, and knowledge for people and 

organizations. However, there are some drawbacks that have to be solved as personal privacy, 

over-hyped expectations, and increasing technological complexity. The issue of consumer data 

protection has been taken into account by the European Parliament. The most feasible solution 

seemed to be the GDPR, which aims to provide a set of standardized data protection laws across 

all the 28 EU member states. The three fundamental principles on which the GDPR is based 

are transparency, compliance, and punishment. From these, three key pillars that the GDPR is 

built on originate: (i) a new transparency framework, (ii) a new compliance journey, and (iii) a 

new punishment regime. Since it came into force, companies based in the EU are automatically 

bound to the regulation of the GDPR. Furthermore, even non-EU-based companies are subject 

to this regulation, if they sell to people in the European Union.   

Data protection and consumer rights have a cost that companies must bear to be GDPR 

compliant. In particular, the cost of privacy compliance is more than financial, because it is 

operational, and it is an ongoing cost. These higher costs are principally due to consulting 

services and technological solutions. There are costs of having the best employees and top 

decision-makers engaged in GDPR compliance rather than actually running the business. And 

yet, despite the effort, only 51% of organizations self-reported themselves as GDPR-compliant 

by the May 25, 2018 deadline.  

The analysis conducted in the course of the work highlights that the gap in compliance between 

large business groups and SMEs is significant. The first ones cover 75% of total security and 

privacy expenditure where the main item is dedicated to plans to adapt to the GDPR. On the 

other hand, only 18% of SMEs are at a good level in this adjustment process. This is because 

SMEs and startups are structured from an organizational point of view to be cost-oriented, so 

the hypothesis of investing and allocating budgets for privacy is experienced as a burden 

difficult to overcome, especially in this context of Covid-19 pandemic crisis. Even if the 

number of employees does not exceed the GDPR threshold, if processing data is a core activity, 

the startup must appoint a DPO as long as there is no conflict of interest with his/her current 

role. Moreover, once a DPO is in place, organizations are required to carry out Data Protection 

Impact Assessments (DPIAs) if their proposed activities are likely to result in a high risk for 

the rights and freedoms of individuals, especially through the use of new technologies. Or, even 
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if a startup already complies with the DPO, it must review its current policies to verify whether 

it complies with the new provisions, especially in terms of privacy notices, consent and 

accountability. 

In addition to the costs, the problems encountered by companies, of any size, in adapting to the 

GDPR are considerable, such as lack of awareness of the employees on data protection, 

adoption of ineffective technical and organizational solutions, shortage of experienced 

professionals in the sector, and collection and mapping of data in a regulatory manner. 

Moreover, the GDPR does not provide a list of requirements to be met that guarantees the 

compliance, but gives generic indications leaving complete freedom to the Data Controller, that 

has only to prove that is has taken all the appropriate measures in accordance with the 

accountability principle of the GDPR. It is therefore necessary to identify systems for assessing 

compliance with the model and to have competent organizations, structured processes and 

professional skills suitable for the task.  

What is more, for organizations and startups which are naturally prone to innovation, concepts 

such as privacy by design, profiling and data portability provide the opportunity not only to 

innovate, but also to build consumers’ trust and confidence. Also, ensuring compliance within 

the company has become a synonym for the quality of the entire organization. Indeed, with 

particular reference to SMEs and startups, ensuring accountability is an added value that allows 

them to stand out from competition and gain an advantage in their sector, especially in the case 

where the company core business is based on the collection and processing of data provided by 

customers.  

Therefore, although the GDPR is a concern for startup firms, it is definitely something that is 

more relevant than ever. Thus, despite the initial effort, the cost to bear is worth the final result.  
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Executive summary 

 

This work seeks to address the impact of being GDPR compliant for startups, particularly those 

using Artificial Intelligence, through the analysis of the Elaisian case study. 

As far as back as 2001, the new Big Data phenomenon was beginning to emerge. Big Data is 

a term applied to data sets whose size is beyond the ability of commonly used software tools to 

capture, manage and process within a tolerable elapsed time. At the same time, Artificial 

Intelligence was advancing rapidly, both in terms of the amount of resources devoted to it and 

also in terms of output. AI is used to define a technical discipline that researches and develops 

theories, methods, technologies and application systems for simulating the extension and 

expansion of human intelligence. Its main goal is for machines to perform some complex tasks 

that require intelligent humans to complete.  

Subsequently, these two elements merged into a synergic relationship, where AI is useless 

without data and data is unsurmountable without AI. The latter depends heavily on the former 

for success, while also helping organizations unlock the potential in their data stores in ways 

that were previously cumbersome or impossible. There is a virtuous cycle in evidence: the more 

data are put through the machine learning models, the better they become. There are three key 

ways that AI can deliver better insights with Big Data. Firstly, AI creates new and enhanced 

methods for analyzing data. Secondly, data analytics is becoming less labor-intensive. So, the 

value of Big Data sets is related to data quality and the ones that are of inferior quality are of 

little or no worth for the organizational decision-making process. Finally, analytics become 

more predictive and prescriptive than in the past.  

Moreover, in the age of Big Data, companies have more consumer data, and more kinds of data, 

available to them than ever before. As companies fall further and further behind, they miss 

opportunities to learn from data and apply what they learn to how they connect. AI closes the 

gap by moving far past human limitations to consume and analyze data on a scale that 

previously was only imagined. In fact, the “intelligence” in Artificial Intelligence is exactly 

what it sounds like: the ability to think independently, to become more knowledgeable from 

being exposed to more information and to adapt and adjust when things change.  

These technological developments allow firms to transform themselves into data-driven 

organizations. The need for data does not diminish with firm size; larger and smaller firms 

targeting the creation of similar AI products require similar data resources. However, large 

firms may be able to access data more easily from supplier and customer relationships as they 
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benefit from a breadth of supplier relationships and a more developed customer ecosystem. 

Additionally, larger firms could benefit from complementary business models which provide 

data as an externality of normal business operations. 

Data are expected to become the fuel of the digital economy as they can be used to reduce 

information asymmetries, improve resource management, and identify casual relationships 

using AI and statistical analyses. The lower cost of data collection and the adoption of digital 

communication networks have dramatically increased volumes of data collected. So, there is 

certainly not a lack of data available. However, the quality of that data still leaves much to be 

decided.  

As the organizations and institutions in data markets are rapidly evolving, new regulations as 

the European General Data Protection Regulation (GDPR) and the California Consumer 

Privacy Act (CCPA) have been implemented.  

The GDPR replaces the Data Protection Initiative of 95/46/EC. Agreed upon by the European 

Parliament and Council in April 2016, it came into force on May 25, 2018 with the aims of 

strengthening the data protection framework within the EU, providing a uniform 

regulatory data protection environment and ensuring the free movement of data.  

The global nature of Internet means that this regulation applies to both EU and non-EU 

companies that collect, process, or store information on EU citizens as well as on non-citizens 

while they reside in the EU. Indeed, one survey suggest that 52 percent of U.S. companies 

possess data on EU citizens, which make them liable for implementing the required privacy 

practices. 

Article 5 summarizes the inspiring criteria of the entire personal data protection principle, 

listing all the general principles. These are as follows: lawfulness, fairness and transparency; 

purpose limitation; data minimization; accuracy; storage limitation; integrity and 

confidentiality; accountability.  

Any data collection and processing must comply with the above principles. 

One of the most remarkable novelties within the GDPR is the right to data portability. Data 

Portability is the ability and capacity to export data collected or stored digitally concerning a 

data subject and the ability to receive data concerning the data subject and to allow another 

controller to receive portable data. It is regulated by the article 20 of the GDPR. Firstly, it states 

that data portability is a right of the data subject to receive a subset of the personal data 

processed by a data controller concerning him or her, and to store those data for further personal 

use. Such storage can be on a private device or on a private cloud, without necessarily 

transmitting the data to another data controller. In this regard, data portability complements the 
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right of access. One specificity of data portability lies in the fact that it offers an easy way for 

data subjects to manage and reuse personal data themselves. The data should be received “in a 

structured, commonly used and machine-readable format”. 

Secondly, Article 20(1) provides data subject with the right to transmit personal data from one 

data controller to another data controller “without hindrance”. In accordance with Article 

20(2), data can also be transmitted directly from one data controller to another on request of the 

data subject and where it is technically feasible. In this respect, recital 68 encourages data 

controllers to develop interoperable formats that enable data portability but without creating an 

obligation for controllers to adopt or maintain processing systems which are technically 

compatible. The GDPR does, however, prohibit controllers from establishing barriers to the 

transmission.  

The impact of the right to data portability is relevant both for businesses, in particular for e-

business involved in the digital market, and for individual users (data subjects). From the 

business perspective, this impact is tangible in several fields, it is both a challenge to the 

traditional system of competition law and a problematic opportunity in terms of interoperability 

of systems. From the user perspective, this impact is evident both in terms of control of personal 

data and in terms of a more user-centric interrelation among services.  

The importance of the GDPR cannot be overstated. It seeks to protect consumers and users 

from harm resulting from unauthorized and excessive use of their personal data, in ways that 

might negatively affect human dignity and well-being, including but not limited to price 

discrimination, other forms of discrimination, black-mail, intangible nuisance, identity theft 

and harm to autonomy. The GDPR also seeks to change the balance of power between data 

subjects and data controllers, potentially enabling data subjects to enjoy a larger portion of the 

fruits from sharing their data. Additionally, it seeks to ensure the free flow of data between EU 

member states - inter alia - by eliminating differences among such states regarding data 

processing. Furthermore, it seeks to strengthen the trust users have that their personal data will 

not be used in ways that do not conform to their reasonable expectations, which is necessary 

for the efficient working on the market and for society to realize the value of technology. 

However, compliance with the GDPR is a particularly onerous task, especially for small- 

and medium-sized companies, as it places a particularly heavy burden on their resources. 

Indeed, they must put in place consent gathering mechanisms, provide detailed information 

regarding their data processing activities, implement technical and organizational measures to 

ensure compliance with the GDPR, monitor and document GDPR compliance, carry out Data 
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Protection Impact Assessments and have a designed DPO. Thus, companies with data presence 

in the EU have been required to spend millions to comply with the GDPR.  

The human resources and capital costs involved in ensuring compliance with the GDPR 

disproportionately burden small- and medium-sized companies, which are limited on both 

financial resources and personnel. Indeed, while a big company has dozens if not hundreds of 

experts working on GDPR compliance, most ad tech companies do not have the lawyers, data 

experts and programmers necessary to comply with the GDPR in a smooth and effective 

process. Additionally, compliance with the burdensome requirements of the GDPR, such as 

adopting technical and organizational measures and monitoring and documenting data flows, 

exhibits economies of scale and scope, which tend to create a competitive advantage for large 

organizations.  

Moreover, in the longer term, the GDPR may affect firms’ performance by changing the 

efficiency of resource allocation among firms and sectors. The capability of the firm to cost-

effectively meet the requirements of the GDPR affects its financial performance and, in the end, 

whether or not the firm can operate in the given market or industry. The GDPR may thus 

affect market structure and competition. 

When constructing the legal regime, many effects were disregarded. The magnitude and breadth 

of such effects may well constitute and unintended and unheeded welfare-reducing 

consequence. Indeed, the GDPR limits competition and increases concentration in data and 

data-related markets, and potentially strengthens large data controllers. It also further reinforces 

the already existing barriers to data sharing in the EU, thereby potentially reducing data 

synergies that might result from combining different datasets controlled by separate entities.  

Seven main parallel and cumulative market dynamics that may limit competition and 

increase market concentration have been identified so far.  

First, the costs of organizing a dataset in a way which complies with the GDPR may be high 

and are characterized by economies of scale. Accordingly, some small entrants might find it 

unprofitable to collect data. Second, the GDPR prohibits or makes it more difficult to engage 

in some methods of data collection, creating comparative advantages to some data controllers.  

Third, the GDPR reduces the economic incentives of firms to share any data collected. This is 

because those sharing data are still liable for monitoring its use by anyone with whom the data 

is shared. This, in turn, further reduces the number of data suppliers. Fourth, even where data 

is shared, the GDPR may limit its use. Fifth, the costs of non-compliance are high. The less 

severe infringements could result in a fine up to € 10 million, or 2% of the firm’s worldwide 

annual revenue from the preceding financial year, whichever amount is higher; while the most 
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serious types of infringements could result in a fine up to € 20 million, or 4% of the firm’s 

worldwide annual revenue from the preceding financial year, whichever amount is higher. 

Sixth, the GDPR creates uncertainty, which may impose higher costs on smaller players, and 

might also enable large firms to use such uncertainty strategically, limiting the sharing of their 

data based on broad interpretations of the GDPR. Finally, the GDPR, and especially the 

discussion surrounding it, could have an indirect effect on data subjects, who might be more 

willing to provide their data to larger, more reputable firms, or to firms with which they must 

interact, at least until the trust of data subjects in the actual enforcement of data protection 

obligations is increased. Thus, the cumulative effect of such dynamics causes a decline in 

competition in data and in data-based markets.  

From the GDPR short-run concentration impact analysis, it can be noted that sites prefer to 

keep the dominant firm over alternatives. 

 

Short-term GDPR impact on concentration (1 week) (Garrett et al., 2021) 

 

While, concentration effects appear to dissipate over the long run, though increased 

concentration in the advertising technology market persists to some extent. So, this model again 

suggests that this dissipation is consistent with publishers’ declining beliefs about regulatory 

enforcement in the absence of enforcement actions.  
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Long-run GDPR impact on concentration (27 weeks post) (Garrett et al., 2021) 

 

For what concerns the GDPR impact on vendor usage, this falls in all categories but privacy 

compliance, where it increases.  

 

 

GDPR impact on average vendor use by category (Garrett et al., 2021) 

 

There is an apparent tradeoff between access to training data and consumer privacy. GDPR 

makes it harder for firms to collect, store, and analyze certain types of data, especially 

personally identifiable or employment data. In order to address this issue, a survey on AI 

startups has been carried out. The survey was designed to address two questions. First, the 

impact of the GDPR ad data regulation on AI startups. Second, the importance of data to AI 

product development. The survey results show that training data is important for AI startups 

that rely on natural nets and ensemble learning algorithms. In addition to that, firms with 

customers in Europe are significantly more likely to create a new position to handle GDPR-

related issues or to reallocate firm resources due to GDPR. This implies that the GDPR imposes 

costs, perhaps substantial costs, on startup AI firms.  
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Evidence of this is the Elaisian case study. Elaisian is an innovative Italian startup founded 

in Rome in 2016 by Damiano Angelici and Giovanni di Mambro. In 2017, it was selected as 

one out of the ten best projects by StartupBootCamp FoodTech for bringing real time IOT 

monitoring to olive trees in order to increase yields and reduce maintenance costs. During 2017, 

several tests were made to highlight the benefits of the product offered. Then, in 2018 Elaisian 

entered the market and in 2019 it started to expand internationally, with a focus on the Spanish 

market. Despite the Covid-19 pandemic crisis, the startup was able to adapt and react 

immediately in order to avoid being impacted by the situation, managing to maintain an annual 

growth of 250%. Today Elaisian has 20 employees and its technology is used in over 1,000 

agricultural holdings in 10 countries such as The United States, Portugal and Morocco. 

The startup adopts two different business models. The first one, Saas (Software as a Service), 

consists in renting the hardware and the user pays the platform and the software; while the 

second one consists in the sale of the hardware with the software bundled for 3 years, so that 

the user buys the station and then has the service available for 3 years.  

It offers three different services, differing in the accuracy of the data, which depends on the 

position of the station: the closer the station to the field, the more accurate the data. 

Elaisian had to face a legal problem concerning the relationships with some foreign investors, 

who wanted to invest in the startup but found Italian bureaucracy rather slow and cumbersome. 

With respect to the ongoing legislation process for the GDPR, Elaisian was immediately 

compliant with the GDPR. However, the startup had to support greater costs. The average 

value of the investment is in the amount of approximately € 300,000, represented both HR costs 

arising from the role of the DPO, consultants’ costs and IT investments resulting from the need 

to be compliant with the legislation.  

On the contrary, the entry into force of the GDPR did not have much impact on dominant 

firms such as Google and Facebook. Google’s market dominance allows it to easily obtain 

user consent to the collection of personal data. And while some users are unhappy about the 

way consent is sought, the perceived essential nature of the services provided by Google, 

combined with the lack of credible alternatives, outweigh their concerns about their data being 

collected. Indeed, with the introduction of GDPR, Google increases its market share whereas 

all other firms that supply web technology either do not see a change in market share or suffer 

losses.  

Thus, the GDPR has had a number of unintended negative consequences for the EU’s 

competitiveness in AI. Indeed, it has become clear that because the GDPR was initially drafted 

in 2014, before awareness of machine learning was widespread, policymakers did not properly 
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consider its impact on AI. In many ways, it would have been better to have delayed the GDPR 

process by a year or two, as that would have given drafters more insight into the algorithmic 

economy. Nevertheless, this oversight has made the GDPR unfit for the emerging algorithmic 

economy. In particular, the GDPR has created artificial scarcity of data by making it more 

difficult for organizations to collect and share data. In addition, it has made it more difficult for 

companies and startups that use AI applications that automate decision-making regarding 

individuals using personal information. As a result, the GDPR has put the EU at a competitive 

disadvantage in the development and use of AI.  

Several suggestions could be made for creating a more welfare-enhancing equilibrium.  

Most importantly, competition law should give more weight to factors which might balance the 

negative effects of the GDPR on competition and innovation. This implies, for example, a more 

lenient policy towards mergers or joint ventures between small or medium-sized data 

controllers, which would enable them to reach economies of scale and scope in data analysis 

and compete more effectively with those who already enjoy such economies. It also implies 

that when at least one data controller in a proposed merger or joint venture already possesses 

strong comparative advantages in data analysis, a careful balance is required between the 

benefits of increased data synergies and the need to ensure the ability of other firms to 

effectively complete, in light of the increased hurdles to data collection and processing resulting 

from the GDPR.  

Secondly, assessments of market power and potential competition should take into account the 

actual competitive effects of the GDPR. No longer can it be assumed that new players seeking 

to accumulate large volumes of data face only low barriers, as was the case in several earlier 

Commission decisions, especially where separate entities collect different parts of the dataset.  

In addition, other suggestions that might go some way toward making the GDPR more welfare-

enhancing could be made. 

Firstly, where uncertainty regarding how to meet GDPR legal obligations contributes to 

concentration, it may be useful to consider ways of limiting such uncertainty. 

Secondly, governments might support investment in the development of better privacy 

protection tools which can retain more value from collected data. 

Third, priority could be given to the development of better and faster tools for verification of 

GDPR compliance. And fourth, certification of data management and vetting processes could 

go a long way toward reducing costs. The government can either certify such tools or help 

facilitate such certification. In addition, the use of certified tools should be taken into account 
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when assessing liability, and presumptions based on the use of reasonable tools should be 

created. This, in turn, could significantly reduce the risks involved in data sharing.  

Thus, privacy policy is interlinked with competition and the resultant data-based innovation in 

more ways that have yet been recognized. In particular, the GDPR raises the transaction costs 

of sharing data between different data controllers. Recognizing such effects should probably 

lead to a re-evaluation of the balance reached, and to the adoption of tools to ensure that there 

is an overall increase in welfare.  

Given the potential of AI, the European Union is prompting its development and deployment. 

The White Paper on AI, published in February 2020 by the Commission, sets out a clear vision 

for AI in Europe: an ecosystem of excellence and an ecosystem of trust for AI.  

Through the Digital Europe and Horizon Europe programs, the Commission plans to invest one 

billion euros per year in AI and mobilize additional investments from the private sector and the 

member states to reach 20 billion euros per year over the course of this decade. 

In particular, the promotion of AI-driven innovation is closely linked to the implementation of 

the European Data Strategy, including the recent proposal for the Data Governance Act, since 

AI can only thrive when there is smooth access to data.  

The proposed regulatory framework on AI will also work in tandem with applicable product 

safety legislation and in particular the revision of the Machinery Directive, which addresses the 

safety risks of new technologies, including the risks emerging from human-robot collaboration, 

cyber with safety implications, and automaton machines. Equally, the framework is an addition 

to the EU Security Union strategy, the new cybersecurity strategy, the Digital Education Action 

Plan 2021-2027 and the recently proposed Digital Services Act and Digital Markets Act as well 

as the European Democracy Action Plan. 

Finally, the proposed framework will be complemented by legislation to adapt the EU liability 

framework, such as revising the Product Liability Directive, in order to address liability issues 

related to new technologies, including AI, and by a revision of the General Product Safety 

Directive.  

The Commission’s White Paper pursues the twin objectives of addressing the risks associated 

with specific AI applications in a proportionate manner and of prompting the uptake of AI.  

Thus, the proposed AI regulation puts forward rules to enhance transparency and minimize 

risks to safety and fundamental rights before AI systems can be used in the European Union. 

Its architecture is based on a number of core components, which, as a whole, build a 

proportionate and risk-based European regulatory approach.  
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Firstly, it provides for a technology-neutral definition of AI systems that is future-proof, to the 

extent that it can cover techniques and approaches which are not yet known or developed. 

Secondly, to avoid regulatory overreach, the proposal focuses on so-called “high risk” AI use 

cases. Whether an AI system is classified as high-risk depends on the intended purpose of the 

system and on the severity of the possible harm and the probability of its occurrence. To ensure 

that the rules are future-proof and can be adjusted to emerging uses and applications of high-

risk AI systems, the possibility exists to classify new AI systems as high-risk with certain 

predefined areas of use.  

Thirdly, the proposal provides that high-risk AI systems need to respect a set of specifically 

designed requirements, which include the use of high-quality datasets, the establishment of 

appropriate documentation to enhance traceability, the sharing of adequate information with 

the user, the design and implementation of appropriate human oversight measures, and the 

achievement of the highest standards in terms of robustness, safety, cybersecurity and accuracy. 

High-risk AI systems must be assessed for conformity with these requirements before being 

placed on the market or put into service. For the smooth integration with existing legal 

frameworks, the proposal takes into account – where relevant – of the sectorial rules for safety, 

ensuring coherence between the legal acts and simplification for economic operators.  

The Commission puts forward the proposed regulatory framework on Artificial Intelligence 

with the following specific objectives: (i) ensure that AI systems placed on the Union market 

and used are safe and respect existing laws on fundamental rights and Union values; (ii) ensure 

legal certainty to facilitate investment and innovation in AI; (iii) facilitate the development of 

a single market for lawful, safe and trustworthy AI applications, and prevent market 

fragmentation. 

To achieve these objectives, this proposal presents a balanced and proportional horizontal 

regulatory approach to AI that is limited to the minimum necessary requirements to address 

the risks and problems linked to AI, without unduly constraining or hindering technological 

development or otherwise disproportionately increasing the cost of placing AI solutions on the 

market. The proposal sets a robust and flexible legal framework. On one hand, it is 

comprehensive and future-proof in its fundamental regulatory choices, including the principle-

based requirements that AI systems should comply with. On the other hand, it puts in place a 

proportionate regulatory system centered on a well-defined risk-based regulatory approach that 

does not create unnecessary restrictions to trade, whereby legal intervention is tailored to those 

concrete situations where there is a justified cause for concern or where such concern can 

reasonably be anticipated in the near future. At the same time, the legal framework includes 
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flexible mechanisms that enable it to be dynamically adapted as the technology evolves and 

new concerning situations emerge. 

This horizontal nature requires full consistency with existing Union legislation applicable to 

sectors where high-risk AI systems are already used or likely to be used in the near future. 

The proposal is without prejudice and complements the GDPR and the Law Enforcement 

Directive with a set of harmonized rules applicable to the design, development and use of 

certain high-risk AI systems and restrictions on certain uses of remote biometric identification 

systems. 

For what concerns consistency with other Union policies, the proposal is part of a wider 

comprehensive package of measures that address problems posed by the development and use 

of AI, as examined in the White Paper on AI. Consistency and complementarity are therefore 

ensured with other ongoing or planned initiatives of the Commission that also aim to address 

those same problems, including the revision of sectoral product legislation (e.g. the Machinery 

Directive, the General Product Safety Directive) and initiatives that address liability issues 

related to new technologies, including AI systems. 

However, Artificial Intelligence is likely to drastically change the economy in a decade or so. 

That is, if 47% of jobs will soon be at risk due to AI, then surely jobs will be already at risk 

at those firms using AI applications. To gain a peek through that window, a global survey of 

startup firms developing and selling commercial applications based on AI was carried out from 

May to September 2018. This suggests that AI might have some job-creating potential, 

especially for the professional, managerial, sales and marketing occupations that tend to be the 

users of these products. On the other hand, AI also reduces labor costs for some customers. 

Moreover, these effects might differ across occupations because the use of AI differs 

dramatically from one occupation to another. 

Clearly, AI is not all about destroying jobs. In particular, those occupations that are most likely 

to use AI are also most likely to see jobs created. At the same time, many jobs will be 

eliminated, especially in the three occupational groups that use AI relatively less. 
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Job Creation and Destruction by Occupational Group (Bessen et al., 2018) 

 

As data constitutes the building block of information and markets are becoming more 

concentrated and dominated by data-savvy firms, a regulation that governs consumers’ personal 

data is thus necessary. That is the GDPR, under which firms have to manage their data in a 

transparent, responsible, and accountable way.  

Currently, it is natural to wonder if the GDPR is worth the cost. Regulations always have costs, 

which are meant to be recovered with the expected benefits. Indeed, data privacy comes at a 

price. But, despite the fact that the GDPR is a concern for firms, especially for SMEs and 

startups, the costs of protecting the rights of data subjects are worth it.  
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