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Abstract

The goal of my project was to implement the Speaker Verification to Multispeaker Text-
to-Speech system, for voice cloning, extending it to the Italian language. The models I
have created allow to generate an audio from a text, which reproduces what is written
with the vocal pitch of a speaker of reference. So the input of the completed system
will be an audio of a few seconds of an Italian speaker, who can say any phrase, and a
text at will that we want to synthesize. In the paper I examine the 3 models that make
up the system, and I analyze my results generated by their implementation with data in
Italian.

v
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Chapter 1

Introduction

In recent years, deep learning algorithms have been hugely successful in the world of ar-
tificial intelligence, thanks to the development of GPUs, whose speed has significantly
increased since 2011. This has been possible mainly thanks to the demand for better
performing graphics cards in the world of video games, which have facilitated a much
more effective training of convolutional neural network models.
This kind of machine learning model has spread into many fields, for example, the
visual recognition of objects or people; voice recognition; the implementation of self-
driving cars; being able to recognize road patterns and how to follow them, and much
else.
Our goal is to focus on text-to-speech and speech recognition, and to integrate these in
order to produce a voice cloning model that can synthesize an audio from a text which
reproduces what is written in that text with the vocal characteristics of a chosen speaker.

There are many publications and implementations of deep learning algorithms in
the field of voice cloning, but most of them are based on training the model directly on
the voice of the speaker that one wants to reproduce. This system can be problematic
since, in order to produce this result every time that you want to clone the voice of a
new speaker, you have to train the whole model; you also must have a large amount of
clean audio files, with little noise and reverberation.
For this reason I was very interested in the solution proposed in the paper ”Transfer
Learning from Speaker Verification to Multispeaker Text-To-Speech Synthesis” [14],
which describes a system through the development and integration of three models, the
encoder, the synthesizer and the vocoder, in which the synthesizer produces a spectro-
gram conditioned by the characteristics of the speaker, where these are produced by the
encoder, starting from input lasting just a few seconds.
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Finally, the vocoder produces a wave-form audio from the spectrogram produced by the
synthesizer.
With this solution there is no longer the need to re-train the whole model every time
you want to clone the voice of a new speaker, and only a few seconds of the voice are
enough to obtain adequate results.
The authors of the paper mentioned above have not publicly released any implementa-
tion of their system, however, this was done later by Corentin Jemine [19], who made
it open source on github. The implementation follows the processes described in the
original paper, with the addition of making it run in real-time, which means to generate
the output in a time span which is less than or equal to the duration of the output itself.

My goal is, therefore, with the help of the open source code, to extend the system,
structuring it on Italian phonetics, so that one can clone Italian voices and generate Ital-
ian speech from an Italian text.
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Chapter 2

State Of The Art

Generating natural speech from text, or what is usually called text-to-speech, has been
a challenge for quite some time, and over time many solutions and proposals have
been devised, which have obtained progressively better results, there were several im-
plementations of this system, among them one of the most interesting is the Diphone
Synthesis [3], which consists of the concatenation of diphones, different depending on
the phonetics of the language used.
For a long time the technique that was used was to concatenate small units of audio in
wave-form, previously recorded, and join them in such a way that they built the desired
speech, obviously, as we can imagine, though the results were decent, the naturalness
of speech was not optimal.
The evolution occurred with the introduction of the statistical parametric speech syn-
thesis system [4], [5]. This system uses hidden Markov model (HMM), which produces
a future sequence of the speech to be generated which is then synthesized.

Figure 2.1: The overview of the statistical parametric speech synthe- sis system, based
on hidden Markov model
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The real revolution in TTS came with the arrival of WaveNet [11] in 2016 and with the
subsequent arrival of Tacotron [13] in 2017, models that we will use in the implemen-
tation of our project, and that we will analyze in more detail.
WaveNet essentially acts as an acoustic model and as a vocoder, but in order to perform
TSS it needs to be conditioned on the characteristics of the language on which we want
to build the model; in practice, without the conditioning with the linguistic characteris-
tics, the result has no semantic structure.
Tacotron consists essentially of a dual system, encoder-decoder, that, starting from a se-
quence of characters, uses the encoder to convert the characters into an internal feature
representation, and the decoder to convert the feature representation into frames of the
mel-spectrogram, which will then be synthesized into speech by a vocoder.

Moreover, in order to estimate the results of our models we must also introduce
the measure Mean Opinion Score, mainly used in order to estimate the quality in the
telecommunications, and which typically assigns a value between 1 and 5, where 1 is
poor quality and 5 excellent quality. In our case it is particularly useful in order to esti-
mate the naturalness of our output, comparing it to human speech, and also in order to
estimate the similarity between two audio.
This technique is the most common technique for evaluating outcomes in the context of
the publications we analyzed.

Regarding Speaker Verification to Multispeaker Text-to-Speech (SV2TTS), there
are two publications: one by the authors of the framework [14] and one by Corentin
Jemine [19], who implemented and made the system proposed in the reference paper
public.

2.1 WaveNet

WaveNet [11] is a raw audio generation technique, based on a neural autoregressive
generative model.
We know that raw audio waveforms are signals with a very high temporal resolution, of
at least 16,000 samples per second. The goal of WaveNet is to predict audio samples,
which means that for the generation of an audio duration of 5 seconds, the model must
predict about 80,000 samples, which becomes complicated if one considers that the
model must be autoregressive.
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Figure 2.2: Samples of a raw audio wave-form in a 1ms time interval (screenshot from
[10])

In fact if we consider x as waveform, x is composed of n samples, x = {x1, x2, ....., xn},
where the joint probability of a waveform is factored as the product of the conditional
probabilities of the samples, so each audio sample is conditional on all previously gen-
erated samples.

p(x) =
T∏
t=1

p(xx|x1, ..., xt−1)

The conditional probability distribution is modelled by a stack of convolutional layers.
Where input and output have the same size, that is the number of samples in the wave-
form, each new output is a categorical distribution for the audio sample to be predicted,
obtained after being passed through a softmax function, which essentially transforms
the output values into the probability of belonging to a given category.

Our input and output have a single dimension, a very good characteristic to im-
plement a Causal Convolution model, which however needs modifications.
In fact, we said that each prediction is conditioned by all the predictions previously
made, so the predictions are sequential; after having predicted a sample, this output is
inserted into the network as a new input for the next prediction.
The problem of the Causal Convolution model is that to be able to condition the output
on all the previous ones it is necessary to have several layers if the input is large.
We call receptive field the number of inputs to which the model refers to condition the
next output, the amount of context that a neuron sees in the input to predict its output,
considering that for each layer in the Causal Convolution model nodes are conditioned
by the last two of the previous layer, as shown in the figure, we can get the receptive
field, in the case of 3 layers the receptive field is 5.
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In our case, for example, to generate an audio waveform of 1 second we should generate
about 16,000 samples, which means that to condition the last output to all previous ones
we need 15,998 layers, which is problematic.

Figure 2.3: Visualization of a stack of causal convolutional layers (from [11])

In order to solve this problem WaveNet implements a Dilated Causal Convolution
model, which is very similar to the one described before, but the filter is applied on
a larger area, so, essentially, the dilation is the number of nodes that are skipped before
taking the one to condition the next layer.
WaveNet duplicates the dilation for each successive layer, so the receptive field grows
exponentially as the number of layers increases.

Figure 2.4: Visualization of a stack of dilated causal convolutional layers (from [11])

In this way the necessary number of layers is significantly lower than in the classic
model.

2.2 Tacotron

The network is composed of an encoder and a decoder, using a Short Time Fourier
Transform (STFT) [6] to predict the Mel Spectrogram [13].
First the encoder is run, which takes in input each character, where each character is
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represented as a 512 dimensional vector of character embedding. Already learned, the
embeddings is then passed through a 3-layer convolution network, using a 5x1 filter,
and each layer exceeded by batch normalization through a reLU activation function, the
goal of this convolutional network is to recognize n-grams, that is, phonemes, syllables
and words.
The result is then passed into a bi-directional LSTM with 512 units, which produces the
encoded features, to be passed to the decoder.
Before arriving at the decoder, however, the encoded features are passed in an attention
unit [8] that converts the features in a fixed-length context vector, of size equal to 128,
which is the internal feature representation to be sent to the decoder.

Figure 2.5: Block diagram of the Tacotron 2 system architecture (from [17])

which consists essentially of two fully connected layers, each with 256 neurons and a
reLU activation function.
Now the output of the Pre-Net and the internal feature representation are concatenated
by 2 uni-directional LSTM layers with 1024 neurons.
The output is then projected in a linear transformation to obtain the spectrogram frame,
which is finally enhanced through a Post-Net, composed of 5 convolutional layers.
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Figure 2.6: Mean Opinion Score (MOS) evaluations with 95% confidence intervals
computed from the t-distribution for various systems (from [17])

2.3 Generalized End-to-End Loss for Speaker Verifica-
tion (GE2E)

The generalized End-to-End Loss [18] Function is an evolution of the Tuple-Based End-
to-End Loss Function [21].
It is used in speaker verification, and, compared to its predecessor, it manages to reduce
the ERR by 10% and simultaneously reduce the training time by 60%.
The purpose is to understand if an utterance belongs to a speaker, based on a series of
known utterances of that speaker. This model usually belongs to two categories; the one
that interests us is TI-SV, that is text-independent speaker verification.
The application procedure is to divide the utterances in batches each composed of M
utterances and N speakers, the features of the utterances are extracted and passed in a
LSTM network with an additional linear layer, then the output undergoes an L2 normal-
ization, to produce the embedding vector, which in the case of TI-SV has a projection
size of 256.
We denote ej,i as the embedding vector of the jth speaker and its ith utterance. Then we
consider the centroid cj of speaker j as:

ck = Em[ekm] =
1

M

M∑
m=1

ekm

Now we can define the similarity matrix, which represents the similarity of each em-
beddings with all centroids of each speaker, and is defined as scaled cosine similarity,
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the greater the value it takes the higher the probability that this utterance belongs to
that specific speaker. It was also observed that during training more stable results were
obtained by removing the ej,i embedding vector from the centroid, when comparing the
ej,i vector to the centroid of its real speaker.

c
(−i)
j =

1

M − 1

m=1∑
m=1,m 6=i

ejm,

Sji,k =

w · cos (eji, c(−i)j ) + b if k = j;

w · cos (eji, ck) + b otherwise.

The result we want to obtain is therefore that the embedding of an utterance is spatially
closer to the centroid of its speaker and spatially farther from the centroid of the other
speakers.
To do this we use the Softmax function [27] that returns an output equal to 1 if k = j

where k = 1, ..., N , and returns an output equal to 0 if k is different from j. Accord-
ingly, the loss function on an embedding vector can be defined as:

L(eji) = −Sji,j + log
N∑
k=1

exp(Sji,k)

This loss function means that we push each embedding vector close to its centroid and
pull it away from all other centroids.

Figure 2.7: GE2E system overview. Different colors indicate utterances/embeddings
from different speakers. (from [18])
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Figure 2.8: GE2E loss pushes the embedding towards the centroid of the true speaker,
and away from the centroid of the most similar different speaker. (from [18])
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Chapter 3

Speaker Verification to Multispeaker
Text-to-Speech

The system we have implemented, which is described in [14], consists mainly of the
union of the 3 projects described above: GE2E [18], Tacotron [17] and WaveNet [11],
implementing them in a framework that allows zero-shot voice cloning with basically
only 5 seconds of reference speech.
The results obtained by the authors of the paper are particularly surprising. Our intent
is to reproduce the framework, implementing it with the help of open-source code pro-
vided by Corentin Jemine [19], but on the Italian language and phonetics, using datasets
of Italian speakers, with a view to obtaining results that are at least comparable to those
of the original publication.
The project framework is divided into 3 models: the speaker encoder, the synthesizer
and the vocoder.

The speaker encoder produces a vector embedding through a short speech au-
dio of a single speaker, the vector embedding describes the vocal characteristics of the
speaker, the model used was structured thanks to what has been described in GE2E [18].
In fact, the purpose of the authors of this paper is that of voice recognition, in that, if
the embeddings generated by two utterances are close in latent space, the audio were
probably produced by the same speaker.
The embeddings produced by the encoder are perfect to condition the synthesizer to
generate a spectrogram that has the same vocal characteristics of the chosen speaker.
The synthesizer instead is based on the model described in Tacotron [17], which gener-
ates a spectrogram starting from a text, and is conditioned with the embedding produced
by the encoder.
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Finally, the vocoder, which follows the model described by WaveNet [11], produces an
audio waveform from the spectrogram generated by the synthesizer.

Figure 3.1: System overview. Each of the three components are trained independently.
(from [14])

This framework allows one to train the 3 models separately, in a sequential process,
which allows each model to be trained with different dataset. It is a useful feature
to be able to train the encoder on a dataset which is not too ”clean”, with reverb and
background noise, since we imagine that when we use the model, the reference audio of
the speaker on which we want to do the voice cloning will not be of very good quality.
Precisely, this, however, does not prevent us from training the synthesizer on the other
hand on a dataset of clean audio, in order to improve performance in the generation of
the spectrogram.
In any case, even if this feature could be useful, in my implementation I will always use
all the data I have at my disposal, given the relatively small amount available compared
to English language datasets.

3.1 The training process

As previously mentioned, the three models are trained separately, but following a se-
quential process; in fact, the encoder can be trained individually, while the synthesizer
needs the trained encoder to be trained, and the vocoder needs the trained synthesizer,
and for this reason we must proceed in this order of training.

The encoder is trained by dividing the dataset into train-set and test-set for each
speaker, in order to have for each one both utterances in the train and in the test set,
the audio of utterances is then converted into mel-spectrogram and sent to the speaker
encoder, which produces the embeddings, which are then passed by GE2E [18] loss
to calculate the gradient vector, sent in back propagation to adjust the weights of the
model.

Once we have the model of the encoder ready we can start to train the synthesizer,
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which receives as input the embedding of an utterance produced by the encoder, and its
transcript. The synthesizer as output produces mel-spectrogram, which is compared
with the original one by a Loss Function, which returns the gradient vector.

Finally, we can train the vocoder which takes in input the spectrogram predicted
by the synthesizer, and predicts the audio waveform, even this is then compared with
the original audio by a Loss Function, which allows one to adjust the weights of the
model through a gradient vector.
In our implementation we used the same datasets to train the encoder as well as the
synthesizer and vocoder, given the limited amount of data available in Italian, although
it would have been more effective to use different datasets, as we expect the encoder to
have to deal with ”dirtier” audio, whereas clean, good quality audio were perfect for the
synthesizer and vocoder to get better results in audio generation.

3.2 Mel-Spectrogram

First of all, I think it is important to define the data we are working with. In fact to train
our models we use mainly 3 types of data: audio utterances of speakers in wave forms
and in form of mel-spetrograms, and the related transcript in form of simple text.
In this section I want to clarify the ideas about what an audio is in the form of mel-
spectrogram [1], [22].

A spectrogram is represented on a Cartesian plane, where the abscissas repre-
sents time, while the coordinates represent frequencies, in general the audio we use has
a maximum frequency of 16 thousand hertz, so each point of the spectrogram represents
a certain frequency at a given time of the audio, and each point takes a value that rep-
resents the intensity of that frequency at that time, usually this intensity is represented
either with a grey scale or a color scale of different shades.
The problem comes when we consider these intensities of frequency in a linear way. In
fact, we realized that the way in which humans perceive audio frequencies is not exactly
linear - for example a difference of 200Hz at a low frequency is perceived much more
than the same difference at a high frequency, or we perceive as being more similar two
high frequencies rather than two low frequencies that differ by the same amount.
So humans perceive frequency logarithmically, and we want a perceptually-relevant am-
plitude representation and perceptually-relevant frequency representation, and all this
is made possible by the mel-spectrogram.
To obtain a mel-spectrogram , we convert all frequencies using the mel scale, proposed
in 1937 so that equal distances would sound the same to the ears of a listener.
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Figure 3.2: The mel scale as a function of frequency (from [1]).

3.3 Lamda Labs – Cloud GPUs

Regarding the training of the models, initially I tried to use my macbook pro, running
the training on the CPU, but I immediately realized that it would take too much time to
train all three models on my hardware, so much so that a training step of the encoder
took about 2 seconds, and in total I trained that model for 250k steps, which on my
computer would have taken about 130 consecutive hours.
Considering that the encoder is moreover the ”lightest” model of the three, I imme-
diately decided to move the training to a virtual machine in the cloud, which would
provide access to some of the most powerful GPUs for machine learning.
There are several platforms that provide this service, certainly among the most famous
are that of google and amazon, but I found it very difficult to get permission to use
these platforms, so I decided to rely on a startup called Lamda Labs [23], which has
very competitive prices, has available GPUs among the best for ML, and a very user-
friendly interface implemented on JupiterLab.

For encoder training I opted for an RTX 6000, while for synthesizer and vocoder
training I used an RTX A6000, which is practically twice as fast as the previous one.
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Obviously, thanks to the use of this platform I significantly decreased the time required
to complete my models.
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Chapter 4

The Encoder

As previously stated, the encoder is the first of the three models that we have trained,
and, thanks to this, we produce what we call the embedding of the speaker, which is a
256-dimensional vector describing the vocal characteristics of a given speaker.

4.1 LSTM (Long short-term memory) Model

Before describing in detail the model that I implemented to obtain the encoder, it is
important to describe what an LSTM model is, as that is the framework we used for our
model, and is very efficient in speech recognition [7].

The LSTM model is a successor of the recurrent neural networks (RNN). RNN
models have become increasingly popular in the world of machine learning; in fact,
they are essentially like a series of classic neural networks, where each neural network
passes to the next a ”message” in which it transfers information about its execution, in
this way it is as if step by step the model keeps a memory of previous executions.

Figure 4.1: An unrolled recurrent neural network. (from [9])

The main problem of RNN models is that they are not able to use long term dependen-
cies, i.e. they have difficulty in using important information that has been passed long
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before by the task that it is trying to execute in that particular moment; the greater the
distance between the information and the moment in which it is needed, the worse the
performance of the model.

This problem is resolved from the LSTM models, in synthesis to each step the
message to pass to the successive comes modified, before eliminating the information
that the model considers useless and ”emphasizing” those that it considers useful, and
subsequently adding the new useful information generated from the present step.
In this way the flow of information that goes through each step is continuously updated
so as always to take into account the useful information even in the long term, and the
more you move away from a step the more you will keep only the useful information of
it, eliminating that which is superfluous.

4.2 The Encoder Structure

To generate my models, I used the same architecture proposed in Corentin Jemine’s
publication [19].
As mentioned, the framework used for the encoder is a LSTM, with three layers, with
256 hidden sizes per layer.
The input of the model is a mel-spectrogram with 40 channels, which are the frequen-
cies it takes into account, with a window length, the range of frequencies to display, of
5ms, and a step, the distance between the centers of subsequent frames, of 10ms.
In the end the model presents a ReLU layer, which is later L2-normalized to produce a
256-dimensional vector, which is our output, the embedding.

4.3 Data

The biggest problem in training the models was to find quality and substantial datasets;
in fact, in the Italian language there are unfortunately few public datasets available.
The best I found are 2, the M-AILABS [24] Speech Dataset and the Common Voice
Corpus [25]. The first is based on LibriVox a platform of free audiobooks from which
the voice clips have been extrapolated to compose the dataset, where each clip is ac-
companied by the textual transcript; in total about 128h are recorded, all audio are in
wav-format and are all at 16000Hz.
While the Common Voice Corpus was formed by Mozilla, with the aim of making
datasets of open-source quality available in order to promote innovation in the field
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of machine learning, which is also continuously updated to the extent that during the
writing of my paper a new version was released that has expanded the previous one by
about 100 hours. Fortunately I had not yet trained my models and I was able to take
advantage of it. The Italian Common Voice dataset consists of a total of 288 hours, the
audio format of the recordings is MP3 that I later converted to wav, and even these are
all at 16,000Hz, and also in this dataset each audio is accompanied by the transcript.
To train the encoder I used both datasets together, grouping the audio by speaker.

4.4 The Model

I trained the encoder on the basis of the GE2E [18] process I described earlier, then on
the basis of a speech recognition procedure, where the model is able to determine the
speaker of an utterance based on the spatial proximity of the generated embedding and
the known speaker’s embedding.
My goal is to exploit this system to produce meaningful embedding, to be used to
condition the synthesizer in reproducing the vocal characteristics of a given speaker.

My model is trained on batches of 10 utterances per speaker and is composed
of 64 speakers, where the utterance duration is fixed at 1.6s, which are portions of the
original utterance.
When we proceed to use the model, the interference is in real time, the embeddings are
produced on a single utterance and not on a batch, and the utterance that we process can
have variable length. We can deduce, however, that the production of embeddings at the
completion of the model is more efficient using utterances that have the same duration
as those used during training, for this reason before passing the utterance to the model
we divide it into several segments of the duration of 1.6s, where each segment does
not begin at the end of the previous one, but from its middle, in order to ensure greater
accuracy in identifying the correct embedding.
Each segment is then passed to the model, and the final output is the average of all
embeddings of the individual segments.
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Figure 4.2: The segmentation procedure of the audio wave-form at inference time.

4.5 UMAP

Before talking about my experiment I wanted to devote a few lines to explain the tech-
nique I used to display the results of the embeddings produced during the training pe-
riod, namely Uniform Manifold Approximation and Projection [16] (UMAP), for di-
mension reduction of the embedding vector.

UMAP is a dimension reduction technique, and our goal is to use this technique
to visualize in a two-dimensional space the spatial distance between multiple embed-
dings, which as we know are points in a 256-dimensional space. What we expect to see
is that similar embeddings produced by the same speaker are ”closer” to each other and
that the embeddings produced by different speakers are further away.
UMAP allows us to do this; the technique essentially consists of creating a graph in
which the embeddings are connected with weighted links, the greater the weight the
greater their proximity in two-dimensional space.
In order to create the connections a system of identification of the neighbouring points
in an high dimensional space is exploited, to do this a hypersphere is expanded for each
point, with variable radius, until it meets another point, as soon as it meets another point
a link is created, the smaller was the size of the radius the greater will be the weight of
the link. Obviously, the procedure behind this technique is much more complex and is
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supported by a strong mathematical theory, but in general this is the approach.

4.6 Preprocess

Before training our model I applied some preprocesses to the audio. Firstly, I elim-
inated the moments of silence within the utterance with a Voice Activity Detection
technique [12], implemented by a python package called webrtcvad, which for each
frame assigns 1 if it is a moment of speech and 0 otherwise. Of those segments of audio
in which no voice was detected I eliminated only those with a duration greater than 0.2
seconds.
Later, in order to adjust the variation in volume within an audio I normalized it, and
then I converted the audio into the mel-spectrogram.

4.7 The Training

After having preprocessed our audio I went to train my model, each training step is pro-
cessed a batch, I made sure that every 10 steps I updated the information regarding the
training process, every 100 steps I produced the projection in a two-dimensional space
of 100 embeddings of 10 different speakers, 10 for each speaker, using the UMAP [16]
technique, to visualize the progress of my model.
My model started converging after around 200k steps; in total I performed 229k training
steps, which took about 18 hours on the RTX 6000 that I rented in the cloud.
I got very satisfactory results, and I was surprised that my model started to converge so
early, since as far as I had read in the publications of the other authors who implemented
this model in English, the training times were much longer, for example [19] trained
the model for 1M steps, while [14] trained their model for 50M steps.

Certainly the first reason for this phenomenon is the difference in the size of the
dataset used. Unfortunately, as previously mentioned, there are very few public datasets
available in Italian, so it is clear that the small size of the dataset that I used led the
model to converge earlier. In addition, I think that another possible reason is related to
the language, as I believe it is possible that it is easier to extrapolate the vocal charac-
teristics of a person and distinguish them from those of another with Italian phonetics
rather than with English ones.
In particular, the encoder improves as the number of distinct speakers within the dataset
increases; during my training I had 1,424 different speakers, while for example [19]
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used three English datasets that reached a total of 8,400 speakers, while [14] imple-
mented a private dataset composed of 18,000 speakers. A possible solution that I have
not adopted due to lack of time, since it would have required much longer training time,
is to use multilingual datasets - in this way you can reach large sizes, but there are
not many publications on this possibility and it is not clear whether the use of a mixed
dataset produces good performance. In my opinion, for the same size it is certainly
better to use a monolingual dataset, but as in my case where the data available is limited
I believe that an encoder trained on a mixed dataset of a large size can improve the
performance of the entire system.

To view the progress of the training I used a visdom server, a python package that
allows you to host a server from your own machine that allows the visualization in real
time of some information about the training.
Thanks to the visualization of the trend of the loss function, it was easier to understand
when the model was converging.

Figure 4.3: Screenshot of the visdom enviroment page, taken after the first 1500 steps.
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Figure 4.4: The graph of the trend of the loss value, between 120k steps and 220k steps.

The results that can be observed in the UMAP projections are also quite surprising. In
fact, after about 100k steps it becomes evident that the separation of the various speakers
becomes very efficient, as the utterances of the same speaker, which in the display are
indicated with the same colour, have a very small spatial distance, while the utterances
of different speakers have a spatial distance which is well-defined and consistent.

Figure 4.5: My UMAP projections at 500, 10000, 80000, 150000 and 229100 steps
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At the end our model reached an Equal Error Rate (ERR) of about 0.002 that, compared
with the results of other authors, is surprisingly good, but, as I said, and as we shall see
at the end when we have completed all the models, our encoder does not perform so
well for our purpose.
The ERR is a measure to evaluate the system performance, the value indicates that the
proportion of false acceptances is equal to the proportion of false rejections, lower the
ERR higher the accuracy of the model.
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Chapter 5

The Synthesizer

The model of the synthesizer that I built is the one described in tacotron [17], which I
have already analyzed in section (2.2).
The only difference implemented is the one proposed by the authors of [14], which is
described in figure [3.1], which is that, before passing the frames coming out from the
synthesizer encoder, they are concatenated with the target speaker embedding produced
by our speaker encoder that we have previously trained, and then pass everything to
the Location Sensitive Attention unit, which, as we know, produces the internal feature
representation to send to the decoder.

Therefore, the inputs of the model are the embedding that produces our encoder,
and a string of text.
The output is a mel-spectrogram which reproduces the text, thanks to the conditioning
of the embedding taken as input.

5.1 Data

The data that I used to train this model are the same that I used for the encoder. Un-
fortunately, it is easy to think that this is not a suitable choice, since all the speakers
are already ”known” by the encoder, in fact, the best procedure would be to use dif-
ferent datasets to train the two models, and, in particular, it would be even better that
the dataset to train the synthesizer are as clean as possible, so with the least amount of
background noise and maybe with recordings produced by professional equipment.
As we have already said, however, the data at my disposal are very limited, so I was
forced to reuse the same dataset for this model, unlike the other authors who were able
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to take advantage of different data of a higher quality.
Moreover, I believe that this is precisely the cause for which, as we will see later, the
final result is not optimal, which is therefore an additional reason to consider the use of
a multi-language dataset for encoder training.

5.2 Preprocess

I followed the steps proposed by [19], although I did not align the text to the audio,
since I did not find a pretrained model with Italian phonetics for the alignment, which
would have required to train a new model to do this, and due to a lack of time I decided
to skip this procedure; in any case, this could be a future implementation to improve the
performance of the model, which is, however, already satisfactory.
Since I did not align the audio with the text I could not split the utterances in the silent
moments, as proposed by [19], so I just eliminated the silent moments exactly as done
in the encoder, and skipped the utterances that were too short, those lasting less than 1.6
seconds, and those too long, lasting more than 11 seconds; lastly, I converted the audio
to mel-spectrogram.
Moreover [19] implemented a noise reduction algorithm, which improves the perfor-
mance of the produced mel-spectrograms by making them cleaner, to do this it exploits
the moments of silence within the utterance and derives the noise, I realized that this
procedure does not perform very well without slipping the text in the moments of si-
lence, so I decided to skip this practice too.

Before moving on to the training of the model I produced the embeddings for
each utterance, although it is reasonable to think that it is better to derive the speaker
embeddings by making the average of the embeddings of all utterances produced by
that speaker, when we are going to use our model it will have only one utterance to
derive the embedding, so I proceeded with the training of the model with the embed-
dings of the individual utterances. There are enough utterances lasting about more than
3 seconds to produce embeddings that describe the embeddings of the speaker well.

5.3 The Training

After preprocessing the data, I passed to the training phase. In total I trained the model
for 35k steps, on an RTX A6000, which took 1.29s per step, with a batch size of 40,
and a reduction factor of 2, which is the number of mel frames synthesized for each



CHAPTER 5. THE SYNTHESIZER 26

iteration.
During training, every 1,000 steps I would save the model and save on the disk of
my machine the audio target of that step and the generated audio, the generated audio
corresponds to the mel-spectrogram converted to wav-format using the Griffin-Lim Al-
gorithm [2] which works as vocoder, a mathematical approach to convert a spectrogram
into audio. Obviously, the result is not great since we are not using a real vocoder model
but it manages to give an idea as to how the synthesizer is behaving.
I also displayed the two mel-spectrograms, the target one and the generated one, and
the alignment between the encoder steps and the decoder steps.
In this way I could keep track of how my model was behaving, listening to the generated
audio to see if it matched the target one, and comparing mel-spectrograms.

Figure 5.1: the visualization of the two spectrograms, the target one (top) and the one
generated by the model (bottom), those in figure are those relative to the 28500 step.
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Figure 5.2: The alignment between the encoder and the decoder steps, at 28500 step.

At the end of my training the model reached a value of Loss equal to 0.33. Probably,
by continuing to train the model we could have reduced this value to some extent, but
the result obtained was quite satisfactory. The model, however, unfortunately, produces
a little too much noise, which can be reduced in part by the vocoder, but not entirely
- probably, working with the data better during the preprocessing phase can partially
solve this problem.
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Chapter 6

The Vocoder

The vocoder is the last model of our system. This model is the one that allows to trans-
form the spectrograms generated by the synthesizer in audio wave-form that reproduce
a natural and fluid speech as that of a real person.
I used a revisitation of WaveNet [11] namely WaveRNN, proposed in [15].

6.1 The Model

As we have described in the section (2.1) WaveNet [11] is an autoregressive model,
which means that every step, before being produced, is conditioned on all the previous
steps. This simulates the process of natural generation of the voice very well, but is
unfortunately very slow at inference time, especially at high frequencies.
For this reason I decided to use WaveRNN [15] that, in summary, reorganizes the target
audio in n-batch, grouping each n-th sample together; in this way we will have n-batch
that we can process semi-simultaneously. In fact, the first will work as the classic
WaveNet in autoregressive mode, but, as we build the first batch, we can also complete
the subsequent ones at the same time, considering that we will have the samples of the
first to condition.
In this way the execution time will decrease with an increase in the number of batches
in which we decide to divide the audio; obviously, the greater the number of batches,
the less natural the output will be.
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Figure 6.1: An example of the grouping procedure, with a 3 batch (from [20])

In the example in the figure, for instance, we will begin to generate the sample 0, then
3, and then 6 but at the same time also the 1 since we will have available the 0, and so
on.

Figure 6.2: In dark green are the available dependencies, i.e. samples used to condition
the network when generating a target sample (in dark red). The light green samples are
recoverable dependencies relative to the dark red sample. These are samples that could
in principle be accessed when generating the dark red sample because they have already
been generated at previous steps. However, these are deliberately discarded by design
choice. Light red samples are target samples that can be generated in the same batch in
which the dark red sample is generated. Please note that samples corresponding to re-
coverable dependencies relatively to the dark red sample can be available dependencies
for the light red target samples. (from [20])

After the upsampling process the whole is passed to two Gated Recurrent Unit (GRU)
layers. GRU models are a variation of Recurrent Neural Network, very similar to LSTM
models; in fact, they also have the purpose of solving the problem of long term depen-
dencies.
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Thanks to this system our model is able to run, for utterances, that are not too long, near
real time.

6.2 The Training

The input of the model will be the mel-spectrograms generated by the synthesizer, while
the output will be the audio in wave-form and is trained to produce 16khz audio as the
synthesizer.
I trained the model for 600k steps, on a RTX A6000, reaching a loss value of 3.64.
The final result of this model is very satisfactory as it succeeds in part to eliminate the
disturbance produced by the synthesizer and makes the generated voice quite fluid and
natural.
The data used for training are always the same as for the other two models, but in reality
even here you could easily implement datasets of other languages. In fact, the model
should not be in no way influenced by the language - certainly, with a greater number
of data and perhaps selecting only those of better quality one could get better results,
but, as in the case of the other models, my time was limited.
Nonetheless, although even here there is room for improvement, all in all it seems to do
its job fairly well.
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Chapter 7

Streamlit Implementation

Once I finished all three templates, I wanted to find a way to create an easy-to-use
interface that would allow their use for my purpose, cloning the voice with Italian pho-
netics. In order to do this I used a platform called Streamlit [26], an open-source app
framework that allows you to create web apps from python scripts, by means of a large
number of modular widgets available.
Once you have completed the web app script you can launch it from your terminal to
make the web app accessible - your machine will host the server on which the app will
run.
Firstly, the app will load the templates from a repository on the machine, then you can
select an audio file to pass to the encoder to derive the embedding, which will then be
displayed in the app, then you can, within a dedicated box, type the text you want to
synthesize. At this point it is the task of the synthesizer and vocoder to generate the
final output, and the audio generated will be directly playable through the app.
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Figure 7.1: Screenshot of my stremlit web-app, after the execution of the models on an
test audio and a test text.
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Chapter 8

Conclusion

In conclusion I am satisfied with the project, as I was able to obtain satisfactory results
considering the limitations in the quality and quantity of data available, and considering
the limitations of time.
In any case, as I previously mentioned, we could obtain better results with some addi-
tional work. In particular, we could implement a multi-language encoder, in such a way
that the model could be trained on larger and better quality datasets. In this way we
could also train the encoder and synthesizer on different datasets. Another implementa-
tion, which could help to improve the final performance, is to improve the preprocessing
of data before training the synthesizer.
These are just some of the improvements that could be made to the project, and I am
particularly willing to make them, independently of the writing of this paper, consider-
ing the commitment dedicated, and the genuine interest that I have in the project.
I believe that the implementations of this system will be more and more successful over
time, for example, in real-time translators, which will be able to reproduce the voices
of two interlocutors, or in the world of audio books, where there will be no longer any
need for voice actors to read them, or even, for example, for people who have lost their
voice and use external systems to communicate, they could give such systems their
voice back.
There is a lot of potential, and with time the models we use will be better and better,
making it almost impossible for us to distinguish if the voice is real or produced by a
computer. This is certainly fascinating, but at the same time it is also worrying, as it
raises many ethical and digital security issues.
One thing is for sure: we will not be able to halt progress in the field of artificial intelli-
gence, so it is our job to exploit it in the best and most genuine way, as these tools that
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will completely change the way we experience the world.
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