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Introduction 
 

This thesis analyzes deepfake technology from a more general perspective to a marketing point of 

view. Gives a possible prediction for its future and ends with quantitative research on the role of 

disclosure timing of such a technology could have in changing consumers’ attitude towards 

advertisements, and the possible moderating effect of the terminology used.  

The first part of the thesis begins with a brief deepfake history followed by a more technical analysis 

of the different types of it. Opportunities, risks, and possible solutions are carefully analyzed and 

discussed from both the general and the marketing perspective. The second part of the thesis is 

focused on developing the research questions, hypothesis, research methodology, and analysis. 

The research has been conducted with an ad-hoc built survey using Qualtrics and by exposing 

respondents to different scenarios from the combinations of the independent variable and moderator 

dimensions. The analysis of the gathered data has been done using RStudio and the full script can 

be found in the appendix. The data confirms part of the hypothesis. Disclosure timing does affect 

consumers’ ad attitude but the terminology used doesn’t seem to be responsible for any significant 

change. 
 

History of Deepfake 
 
In 2017, on Reddit, an unidentified user under the name of “deepfakes” uploaded some pornographic 
videos claiming they belonged to famous actresses such as Gal Gadot, Scarlett Johansson, Taylor 
Swift, Maisie Williams. The videos got labeled as fake but they were using a surprisingly accurate 
technology of face swapping based on deep learning. Reddit soon took out the videos, banned the 
user, and deleted r/deepfakes subreddit (Cole 2018) but the technology was so surprising that it 
quickly gained popularity. It started appearing in other subreddit, forums and got quickly noticed by 
news media like Vice that spotted the subreddit first (Cole 2017). Although the platform’s attempts 
to ban the popular technique known as “deepfaking” and the follow-up action by other multimedia 
platforms like Pornhub, Twitter, Gfycat, and Discord, deepfakes kept spreading across the web like 
an unstoppable virus (Gardiner 2020).  
The person who developed the deepfake was a software engineer and, alongside the deepfakes 
themselves, he released the development kit to allow any user to create their own manipulated 
videos efficiently. The technology used open-source tools available from big tech companies like 
Nvidia and Google that made everything accessible, free of charge, and available at any time with a 
little effort and knowledge needed. What that meant was that creating a deepfake became suddenly 
available to anyone (Gardiner 2020). 
From that moment, a door was open that could never be closed.  
Since then, the word deepfake has been used to describe “believable media generated by a deep 
neural network” (Mirsky and Lee 2021) and the world has seen an exponential growth of this type of 
content online.  
The main difference between before and now is the fact that before these effects were only a 
prerogative of high skilled professionals who were working in the film industry or had at least some 
knowledge in visual effects. Now, instead, to obtain a believable result you only need a computer, 
an internet connection, and you are set to go. 
The technology is evolving at a huge pace and it progressively requires less data and processing 
time to create one. In 2018 the app FakeApp required some consistent amount of input data to create 
one. In 2019, similar apps were already offering the same service but were less data demanding and 
more accessible. Zao for example, the Chinese app, only requires users to take a series of selfies 
with specific facial expressions and places the whoever face into a famous movie scene for free and 
in less than a minute (Kietzmann et al. 2020). 
In January 2020, a new application called Reface by Neocortext inc. allowed users to do the same 
as these two previously mentioned applications, but only with one selfie and in roughly 30 seconds. 
1 
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The results are incredibly accurate. Even though it is still possible to spot some artifacts, with the aid 
of proper adjustment it’s easy to trick the public into believing the content is real. An impressive 
result, yet shocking for the time, has been achieved in the BuzzFeed video published in 2018 where 
Jordan Peele made Obama say that former president (in charge at the time of the video) Donald 
Trump was “a total and complete dipshit”.2 The video aimed to warn about the risks of using such 
technology to mislead the public and create fake news. Of course, Obama never said those words, 
but the result looks incredibly real (Mack 2018). 
 

 
Figure 1 | https://www.youtube.com/watch?v=cQ54GDm1eL0 

From that video, the threat started to be clear to the big audience too. It was incredibly easy to create 
a video that could trick the mass into believing something that never happened.  
The threat is so real, DARPA (Defense Advanced Research Projects Agency) 3 started two new 
projects devoted to Deepfake detection: Media Forensics (MediFor) in 2019 and Semantic Forensics 
(SemaFor) in 2020 (Sayler and Harris 2019).  
Fortunately, even though there is still a big percentage of non-consensual deepfake porn around, 
the trend seemed to change and most of the deepfakes online today are user-generated and just for 
entertainment purposes or memes. (Johannes Tammekänd, John Thomas, and Kristjan Peterson 
2020). 
 

 
Figure 2 |https://thesentinel.ai/media/Deepfakes%202020:%20The%20Tipping%20Point,%20Sentinel.pdf 
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Some famous examples are the obsession with putting Nicolas Cage's face into every movie 
(Haysom 2018). 
 

 
Figure 3 | https://geektech.me/wp-content/uploads/2021/03/a663e2c59f8665125a900f4f5f856ab7.jpg 

 
The deepfake of Mark Zuckerberg “Imagine this...” 4 where he publicly announces how much power 
he has by having access to everybody’s data. 
 

 
Figure 4 | https://www.instagram.com/p/ByaVigGFP2U/ 
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And the latest, incredibly real @deeptomcruise’s TikTok account by Chris Ume5. 
 

 
Figure 5 | https://cdn.mos.cms.futurecdn.net/vCiYBhEfxECz9ZEWX6YuQc-970-80.jpg.webp 

 
All these can fall under the set of “funny videos and memes” but user-generated non-consensual 
porn and memes are not the only content the world has used deepfakes for. 
Indian politician Manoj Tiwari, Bharatiya Janata Party (BJP) leader, in 2020 collaborated with a 
communication agency that used a deepfake to make the politician speak in 3 different languages, 
Hindi, English, and Haryanvi (an Indian dialect spoken by most of his electors).  
 

 
Figure 6 | https://www.technologyreview.com/2020/02/19/868173/an-indian-politician-is-using-deepfakes-to-try-and-win-voters/ 
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The Vice article (Christopher 2020) managed to obtain an interview with some BJP exponents. In 
the interview, they explain their goal was to reach as many people as possible in India.  
Neelkant Bakshi, co-in-charge of social media and IT for BJP Delhi, told VICE6 “Deepfake technology 
has helped us scale campaign efforts like never before” by “convincingly approach the target 
audience even if the candidate didn’t speak the language of the voter” (Christopher 2020). This was 
the first time a deepfake has been used for an official campaign. The last time (at least recorded in 
this thesis) is the deepfake created by conservative Korean politician Yoon Suk-yeol’s team where 
the politician answers questions to their potential electors (Moon Jae-in 2022). 
 

 
Figure 7 | Screenshot of Yoon Suk-yeol deepfake 

 
Deepfakes do not only consist of video or image manipulation but also audio. Similar to video 
deepfakes, the same concept can be applied to clone the voice of a target subject. A Text-To-Speech 
system can be created to generate speech audio starting from an input of just 5 seconds. It is also 
able to learn the tone of the subject accurately (Jia et al. 2018). The input file can then be used to 
train another Neural Network to puppet a target video and create a deepfake that doesn’t need to 
use any impressionists to reproduce the voice of the target subject. It’s all AI-generated and it needs 
very little skills and human interaction to be created (Thies et al. 2020). 
Companies like Resemble.ai7 or Descript8 are already using these technologies to help creators 
augment their creative process by worrying less about minor mistakes. Any error can be easily fixed 
using text-to-speech synthesis and voice cloning allowing creators to focus more on the content 
itself. 
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The technology and applications have increased substantially since their exposition to the public in 
2017. Data from thesentinel.ai report show that from 2019 deepfakes have been having a year-over-
year growth of ~6820x reaching more than 100M+ of total deepfakes online in 2020 (Johannes 
Tammekänd, John Thomas, and Kristjan Peterson 2020). 
 

 
Figure 8 | https://thesentinel.ai/media/Deepfakes%202020:%20The%20Tipping%20Point,%20Sentinel.pdf 

 
The number doesn’t seem to stop its huge growth, especially after big tech companies like Snapchat, 
Apple, and ByteDance have integrated the function into their platforms (Dave Gershgorn 2020).  
Deepfakes have entered the mainstream world (Heaven 2020). New companies are entering the 
market offering AI solutions and many like the already mentioned Descript, Resemble, Reface, etc. 
are exploiting deepfakes for creating new business opportunities. As of today, deepfakes still have 
some flaws and a trained eye can still spot some artifacts but the technology is in a constant high 
paced evolution and it’s justified to think that in a couple of years it would be as nearly as impossible 
to tell, with the naked eye, the difference between real and deepfake content.  
In the next paragraphs, we will explore deepfakes’ threats, solutions, opportunities, and finally, the 
implications and applications for marketing.  
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Different types of deepfakes 
 
The majority of the time deepfakes are thought of as the technique to superimpose the face of a 
source subject to a target subject, but it’s not just that. Let’s see together what are the different 
possibilities of this technique. 
 

Facial Re-enactment 
 

Face2Face 
 
Facial re-enactment is the alteration of a target subject’s facial expression in a video based on a 
source subject input. Face2face’s approach was the first one to only require just monocular RGB 
input in real-time. The algorithm employs a dense photometric consistency measure to track the 
facial expressions of both the source and target videos. Reenactment is therefore accomplished 
through the rapid and effective transfer of deformation between source and target. The target 
sequence is used to obtain the mouth interior that best fits the re-targeted expression and warp it to 
produce an exact fit. Finally, it re-renders the synthesized target face on top of the associated video 
stream, blending it in with the real-world illumination. With this technique, it is possible to control, in 
real-time, the facial expression of the target subject that will follow what the RGB source will do 
(Thies et al. 2019). The figure below shows an example of this technique. 
 

 
Figure 9 | Facial Re-enactment. Gorge W. Bush facial expression is controlled by another video source 
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Neural Voice Puppetry 
 
Neural Voice Puppetry works following the same concept of face re-enactment, but instead of using 
video as a source, it uses an audio track. Starting from an audio sequence from a source human or 
digital assistant, the algorithm creates a photo-realistic output video of a target person that is in sync 
with the audio from the source input. 
A deep neural network using a latent 3D face model space drives this audio-driven facial 
reconstruction. The model learns temporal stability inherently through 3D representation and uses 
neural rendering to generate photo-realistic output frames. This method is capable of using both 
voices of any unknown source or synthetic voices with text-to-speech algorithms (Thies et al. 2020). 
 

 
Figure 10 | Neural Voice Puppetry scheme 

 

Face Swapping Deepfakes 
 
This type of deepfake superimposes the face of a source subject to the one of a target subject. The 
algorithm analyzes both the target and the source face creating a latent space of similar features 
that are then used to perfectly swap the face of the source to the target in the most credible way. It’s 
one of the most common uses of deepfakes (like the one used in the subreddit r/deepfakes) and it’s 
the type of deepfake that it’s mostly known to the public (Korshunova et al. 2017). 
 

 
Figure 11 |Allison Brie original video (left), Jim Carrey deepfaked into Allison Brie (right) 
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Full Body Deepfakes 
 
This type of deepfake expands the concept of facial re-enactment (Thies et al. 2019) to a full-body 
level by transferring the body movements of a source subject to the one of a target subject. Starting 
from a video of a person dancing, the algorithm can transfer the performance to a new target just 
after a couple of minutes of movements. The method employs video-to-video translation, with pose 
serving as an intermediary representation. It extracts poses from the source subject and applies the 
learned pose-to-appearance mapping to generate the target subject to transfer the motion (Chan et 
al. 2018). 
 

 
Figure 12 | Source video of a professional dancer (first column), superimposed motions (all the other columns) 

 

Audio deepfakes 
 
Deepfakes are not only image-based, they can also refer to generated audio that mimics a target. 
The AI can analyze a source subject from samples and it is then able to recreate the synthetized 
voice which is then possible to use in a text-to-speech system (Jia et al. 2018). 
 

 
Figure 13 | Model overview of an audio deepfake 

 
 

  



 

15 
 

Concerns, threats, risks: 
 
A lot of warnings have been raised by both the community and experts about the dangers of this 
technology. Whether it’s philosophical, social, political, neuroscientific, psychological, every field 
seems to realize how impactful such a technology could be for the future society. A study by J. 
Hancock and J Bailenson (Hancock and Bailenson 2021) points out how deepfakes could impact the 
future and change our memories. It highlights how humans tend to give more importance to visual 
stimuli compared to other kinds and how we retain more visual information rather than verbal or 
written information.  
 

Fake News 
 
The first threat is the spreading of misinformation and fake news.  
Fake news has been a major issue in recent years. Americans are more worried about the spread 
of misinformation than terrorism and violent crimes. They believe it will have a direct effect on the 
confidence in government, in each other’s, and to the ability of politicians to get work done (Mitchell 
et al. 2019). 
 
 

 
Figure 14 | https://www.statista.com/topics/3251/fake-news/#dossierKeyfigures 
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Simultaneously, the trust of news media is decreasing drastically. The last 5 years showed a 
reduction in trust in both national and local news has decreased from 76% to 58% and from 82% to 
75% respectively. 
 

 
Figure 15 | https://www.statista.com/topics/3251/fake-news/#dossierKeyfigures 

Adults in the US also showed a big switch in their level of confidence in recognizing fake news. 

(Amy Watson 2021) 

 
Figure 16 | https://www.statista.com/topics/3251/fake-news/#dossierKeyfigures 

In this sense, deepfakes could be a big player in drastically further dropping the trust of the public 
towards news organizations. 
In 2019 WhoIsHostingThis.com surveyed 980 Americans. It emerged “82.1% of people think there 
will be more distrust in information in the next 10 years” and when exposed to the deepfake 
technology 88.8% of the respondents said, “deepfakes would cause more harm than good” 
(Johannes Tammekänd, John Thomas, and Kristjan Peterson 2020). 
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Democracy 
 
If used improperly, deepfakes could lead to mass manipulation, election interfering, political 
uncertainty, and they could potentially undermine democracy. Eventually, they could also turn into a 
problem of national security (Westerlund 2019). 
“Putting words in someone's mouth on a video that goes viral is a powerful weapon in today’s 
disinformation wars, as such altered videos can easily skew voter opinion” (Westerlund 2019). 
In 2018 Vooruit 9, a Belgian Socialist party, used a deepfake video of Donald Trump asking the 
Belgians to follow America’s lead and exit the Paris climate agreement 10.  
Even though the video presented a lot of artifacts and the fakeness is pretty clear, some people still 
believed the video was real (Von Der Burchard 2018). 
 

 
Figure 17 | https://www.facebook.com/Vlaamse.socialisten/videos/10155618434657151/ 

 
A study published in late 2020 proved how microtargeted deepfakes could negatively affect the 
attitudes of citizens towards a politician and his party (Dobber et al. 2021). 
The application of this into, for example, a Facebook targeted ad, could lead to serious 
consequences.  
The before mentioned study points out how some groups of people might be more sensitive to this 
type of miscommunication. Christians could (as the study suggests), for example, amplify the effect 
of the misinformation if compared to the same type of misinformation but not targeted to a specific 
group (Dobber et al. 2021). 
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Some tailor-made deepfakes could be the spark of some attacks or other serious consequences for 
the population safety if used in a specific delicate time, targeting the right group of extremists,  
In summer 2020 in Cameroon, one year before the upcoming elections, a video of Christophe 
Guilhou, ambassador of France, appeared online. The video was a deepfake of him saying “The 
French Republic, is the supervisory power that colonized Cameroon”. It quickly spread but 
France2411 debunked it as quickly as it spread (Holubowicz 2020). This was a perfect example of a 
microtargeted deepfake. 
 

 
Figure 18 | https://journalism.design/le-deepfake-de-christophe-guilhou-embarrasse-au-cameroun/ 

 
In Gabon in 2018. After Ali Bongo Odimba, president of Gabon, disappeared from the public eye for 
some months, the news he might be severely ill started to rise as well as some tension between the 
different political parties. To try and calm the public opinion, the president suddenly appeared on 
Gabon 24 official tv12, giving the traditional speech of the end of the year. The video created a lot of 
debate on whether it was real or fake. The president looks unnatural, he rarely blinks his eyes, and 
the look on his face looks fake. Adjembe Etogho, member and spokesperson for the Gabonese 
Council of Resistance, said some members of the opposition tried to show and prove the video was 
a deepfake. The information the video could be fake or staged started spreading quickly. In January 
2019, Gabon’s elite Republican Guard seized the national radio station. Lt. Kelly Ondo Obiang called 
the Gabonese to stand up and “restore democracy”. The latter has been found later to be real by 
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running it through two different deepfake checking algorithms. The first one was run by Steve 
Grobma, CTO at McAfee which scored 92% real. The second test was run by Siwei Lyu digital-media 
forensics expert which scored 0.99 (0 = fake, 1 = real). The video and the misinformation behind it 
sparked an attempted coup. (Cahlan 2020) 
 

 
Figure 19 | https://www.facebook.com/watch/?ref=external&v=324528215059254 

Pornfakes and cyberbullism 
 
Not only politics and democracy can be harmed by deepfakes, but also individuals.  
We already mentioned the high incidence of pornfakes, used to substitute the victim’s face into a 
porn actor/actress's body to create nonconsensual adult content. Usually, as thesentinel.ai reports, 
the majority of the target are celebrities or people of influence (Johannes Tammekänd, John Thomas, 
and Kristjan Peterson 2020). These videos mostly end up in either pornographic websites or 
underground communities, for example, on Telegram13. Some channels offer a customed 
pornographic deepfake service to users who are willing to pay (Johannes Tammekänd, John 
Thomas, and Kristjan Peterson 2020).  
Cyberbullying, Revenge Porn, Blackmailing, and Ransomfake Attacks using pornfakes as a weapon 
are already a thing. The perpetrators ask for cryptocurrencies payments threatening the victim to 
release the pornographic deepfake to the public.  
An incredible story is the one that happened to 18-years-old Noelle Martin. Everything starts when 
she randomly decided to do a reverse google image search of herself. The result was hundreds of 
explicit images of her face photoshopped into the bodies of porn actresses. When she dared to speak 
out, other perpetrators started bullying her using images of her public appearances to create more 
pornographic deepfake videos that got uploaded into various porn websites (Melville 2019). 
 

Scams and impersonifications 
 
The next big tool for scams will be voice cloning. We already mentioned some companies that help 
creators edit their video and audio files using video deepfakes and audio deepfakes like 
Resemble.ai14 or Descript15. The technique is very useful if used properly but at the same time, voice 
cloning could be used by scammers for impersonating another person. This already happened twice. 
The first time to a CEO of a UK-based company in 2019 where the scammers managed to 
impersonate his boss, the CTO of a parent company. The scammers ordered him to transfer 
€220.000 to the bank account of a Hungarian supplier using a cloned voice (Jesse Damiani 2019). 
The second time the same happened, to another person from a different company, with the same 
technique, but for a much larger amount of money: $35 Million (Brewster 2021). 
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The Liar’s Dividend 
 
Besides the creation of fake realities, another type of distortion that could arise from the advancement 
in technology of deepfakes is what Chesney and Citron refer to as the Liar’s dividend (Chesney and 
Citron 2018). 
The Liar’s Dividend is a term used by Chesney and Citron to describe the emerging and growing 
tendency of denying reality by claiming a certain video or audio was altered using deepfake 
technology (or more generally manipulated) or using the same in favor by creating new manipulated 
content that will be used as evidence against the claims. 
Their theory is aligned with the trends we’ve seen before. The more the public learns about the 
existence of these types of manipulations; the more they lose trust in what they see; the more is 
going to be easier for liars to escape from their responsibilities. 
“Put simply: a skeptical public will be primed to doubt the authenticity of real audio and video 
evidence. This skepticism can be invoked just as well against authentic as against adulterated 
content.” (Chesney and Citron 2018). 
 
A crystal clear example of what was described happened in June 2020. Winnie Heartstrong, a 
Republican who was running for congress started sharing conspiracy theories claiming George Floyd 
died in 2016, and the videos of his death on May 25, 2020, were all created using deepfake 
technology.  
 

 
Figure 20 | https://www.dailydot.com/debug/republican-candidate-george-floyd-

conspiracy/?utm_medium=email&_hsmi=91059372&_hsenc=p2ANqtz--
osmn58tvLTZD2M1jH4xfl6125WtgAjALoHdY2wSTXSGvDjWinhskL5wSPkbRnKW0qUxwR6TCGPqpPfeZnmTmS5gIX-

qGRp3a2oONOTO5aiHDysuo&utm_content=9 

 
Heartstrong also created a website called investigatedeepfakefloyd.com where she further claims 
the deepfake was created by using images of Floyd and former NBA star Stephen Jackson. She also 
claimed how former Police Officer Derek Chauvin was Cash Cab host and comedian Ben Bailey.16 
(Thalen 2020) 
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Figure 21 | https://investigatedeepfakefloyd.com/ 

 
As Dailydot.com reports, Henry Ajder, Head of Threat Intelligence at deepfake-monitoring service 
Deeptrace labs, said how this story is “one of the most divisive attempts to weaponize the idea of 
deepfakes” he has seen. “It reinforces the concerns we’ve repeatedly raised that once awareness of 
deepfakes has spread sufficiently, the idea will be seized on by fringe groups and malicious actors 
not just to dismiss fake things as real, but also to dismiss real things as fake,” Ajder told the Daily 
Dot. “These cases illustrate how for a worrying number of people, deepfakes provide the missing 
thread of explainability that suddenly make conspiracy theories appear much more justifiable.” 
(Thalen 2020). 
 

Visual Dominance 
 
The rise of deepfakes is wiping away what we used to take as granted: “Seeing is believing”. 
The visual dominance and importance in respect to other signals is well known since 1976 (Posner, 
Nissen, and Klein 1976) and a study by Koppen and Spence in 2007 shows how visual information 
is the one humans rely most on (Koppen and Spence 2007). 
Even if the results did not show any gigantic difference in creating false memories compared to text 
input, they did prove that deepfakes can be responsible for creating them (Murphy and Flynn 2021). 
The technology still isn’t perfect, and some flaws and artifacts are common but to cite a catchphrase 
by Károly Zsolnai-Fehér’s famous youtube channel Two Minutes Papers 17 18: “Huge improvements 

”.are just two papers down the line  
 
Don Fallis analyses the epistemic threat of deepfakes (Fallis 2021). In his study, the philosopher 
explains how videos in later years have become the “gold standard” of truth. The ability to easily 
manipulate videos could change this standard and the distrust born of deepfakes would prevent 
people to believe what they saw. 
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Solutions and countermeasures to deepfakes:  

A technical overview and discussion. 
 

Detection algorithms 
 
The counterattack against deepfake is not an easy one and people are not sure whether it should 
be tech companies’ responsibilities, the government’s, news organizations, or other institutions.  
The best solution would be a combination of all these. Institutions and news organizations need to 
inform and help the general public to become more aware and literate about these new technologies. 
At the same time, the governments need to update their legislation on what are the boundaries of 
fair use of deepfakes and include the new generation of cybercrimes. 
Lastly, it’s essential to make more research and studies on technologies that could precisely detect 
synthetic media. In this sense, DARPA (Defense Advanced Research Projects Agency) 19 started 
two new projects devoted to Automated Multimodal Media Manipulation detection: Media Forensics 
(MediFor) in 2019 and Semantic Forensics (SemaFor) in 2020 (Sayler and Harris 2019) gathering a 
top team of researchers led by Accenture Federal Services (AFS), Google/Carahsoft, New York 

University (NYU), NVIDIA, and Systems & Technology Research. The aim is to create systems that 
could improve deepfake detection (DARPA 2021). 
Alongside these projects, universities, and researchers from all over the world are trying to develop 
the best detection algorithm. The problem though is to end up in a mouse vs cat game. Every time 
an algorithm becomes better at detecting a deepfake, the deepfake algorithm becomes better at 
creating them (Kietzmann et al. 2020) (Lomtadze 2019). 
Table 1 shows what are the different methods for detecting deepfakes using algorithms (Yu et al. 
2021). 
 

Table 1 | https://www.koreascience.or.kr/article/JAKO202125761199587.pdf 

 
 
In the FaceForensic++ paper (Rossler et al. 2019) researchers created a new detection pipeline 
using the face tracking method by Thies et al. to extrapolate the region of the video where the face 
is first (Thies et al. 2019). This improved the performance of the detector. The extrapolated area then 
goes through different classification methods. Generic manipulation detection (Bayar and Stamm 
2016) (Cozzolino, Poggi, and Verdoliva 2017), computer-generated vs natural image detection 
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(Rahmouni et al. 2017), face tempering detection (Afchar et al. 2019), and XceptionNet are used for 
detection. The latter outperforms all the other methods (Chollet 2017). 

 
Figure 22 | https://arxiv.org/pdf/1901.08971.pdf 

 
To train the detectors, the researchers created a large-scale dataset of manipulated media based on 
both classical methods like Face2Face (Thies et al. 2019) and FaceSwap (Kowalski 2018) and 
learning-based approaches like DeepFakes (“Deepfakes/Faceswap: Deepfakes Software For All” 
2020) and NeuralTextures (Thies, Zollhöfer, and Nießner 2019). 
They aim to create a detector that could be applied in a real-world scenario, so considering different 
codecs and video quality. 
The study gives a forgery detection reference point for humans by surveying 204 participants (mostly 
computer science students, so in a way, literate about the technology) where they had, in a time limit 
between 2, 4, or 6 seconds, decide whether the image was real or fake. The ratio was 50:50 between 
real and fake images. The results show the performance of the different technologies in tricking the 
respondents and the results are also divided into the quality of the image (RAW, HQ, LQ). 
 

 
Figure 23 | https://arxiv.org/pdf/1901.08971.pdf 
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Results highlight the incredible superiority of the algorithm compared to humans. 
Figure 24 shows the results for the different algorithms used and the different qualities and methods 
of forgery (Rossler et al. 2019): 
 

 
Figure 24 | https://arxiv.org/pdf/1901.08971.pdf 

 
At the link http://kaldir.vc.in.tum.de/faceforensics_benchmark/, it is possible to see a benchmark for 
different custom algorithms. The benchmark auto-updates to make it easier for researchers to 
compare results. 
As mentioned, though, as the technology advances; the detection algorithms become less precise 
and vice-versa resulting in a never-ending chase.  
Some other studies suggest instead using humans as a collective intelligence by aggregating their 
results. The study shows that when done, humans are as accurate as an AI (the one used in their 
experiment at least). Another solution suggested by the same paper was a combination of AI and 
humans as an augmentation for human deepfake detection. Humans can better contextualize other 
variables that go beyond the mere video analysis and are better at detecting contextual flaws while 
AI can focus on detailed image analysis. (Groh et al. 2022). 
Considering the weaknesses algorithms could have in detecting deepfakes, some suggest a different 
point of view for solving the problem: the blockchain. 
 

  

http://kaldir.vc.in.tum.de/faceforensics_benchmark/
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Blockchain architecture 
 
”Blockchain is a peer-to-peer immutable network that consists of an ordered sequence of linked and 
duplicated data blocks.” (Lee 2021) where its integrity is maintained through public-key encryption 
for each network interaction and update (Drescher 2017). 
The blockchain is based on a distributed system and a decentralized immutable consensus process 
that is safeguarded by encryption protocols that control each block in the chain. 
The degree of centralization is the primary differentiator between a blockchain and a centralized 
database. While all database entries are centralized, each blockchain participant has a safe copy of 
all records and alterations, allowing any user to see the data's origin. Figure 25 shows the 
architectural differences between the two systems. 
 

 
Figure 25 | https://www.koreascience.or.kr/article/JAKO202125761199587.pdf 

 
“The previous block’s hash is combined with the current block’s hashed content and a timestamp to 
create the new block.” (Lee 2021). In this way, every block will always be dependent on the prior 
block and the 2 will be closely linked. By replacing a block in the blockchain, the chain is torn apart 
and a new blockchain is created. Every block that is not interchanged will be no longer valid.  
The only way to modify the blockchain is for the majority of the system's nodes to accept the new 
blockchain. (Hemlin Billström and Huss 2017) 
 

Smart Contracts 
 
Smart contracts are self-executing contracts in which the conditions of a multi-party agreement are 
written directly in code. A blockchain network connects the code and the agreements contained 
inside it. 
Smart contracts eliminate the need for a central authority, legal system, or external enforcement 
mechanism to carry out reliable transactions and engagements between remote, anonymous 
participants. As a result, transactions are traceable, transparent, and irreversible. Due to the inherent 
challenges of smart contract generation, developers have invented domain-specific languages such 
as Solidity20 to make the process easier (Mohanta, Panda, and Jena 2018). 
 

Hyperledger Fabric 
 
The Hyperledger Fabric framework is a scalable architecture-based framework for distributed ledger 
systems that offer high degrees of confidentiality, robustness, flexibility, and scalability. Like other 
blockchain technologies, it consists of a ledger, smart contracts, and some method for members to 
keep track of their transactions. Members enroll using a trusted Membership Service Provider (MSP) 
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rather than an open permissionless model that allows anyone to join a Hyperledger Fabric network 
(requiring transaction validation and network security mechanisms such as "proof of work"). It also 
enables users to build pathways, which enable a group of businesses to form their transaction ledger. 
(Hyperledger 2020). 
 

Why the blockchain? 
 
When a user with a digital identity wants to do anything, they may be requested to prove their identity 
before being granted access to something (such as finances or movies). Blockchain, with its 
tamperproof records, logs, and transactions, may be used to establish the validity and originality of 
digital media in a decentralized, trusted, and secure manner, making it the greatest alternative for 
countering deepfakes. Many academics have already suggested Smart Contracts and Hyperledger 
Fabric-based systems to be used to regulate and record the history of digital content transfers. This 
could assist in content authentication and preventing deepfakes spread.  
IBM built a blockchain based on Hyperledger Fabric and offers solutions to countering deepfakes 
and fake news (Chaban 2020). 
Safe.press21, uses IBM solutions to check sources and track authenticity. A green safe.press stamp 
is placed on each page where a member publishes a press release or article. The stamp acts as a 
digital seal of approval that is tied to a blockchain key. 
 

 
Figure 26 | https://safe.press/ 

 
That key is instantly registered on a blockchain ledger constructed by Block.Expert using IBM's open-
source Hyperledger Fabric. When one of these registered news sources is attached to future stories 
or references, the key associated with it is tracked (Chaban 2020). 

 
Figure 27 | https://www.gartner.com/smarterwithgartner/gartner-top-strategic-predictions-for-2020-and-beyond 

 
Content authentication will be soon fundamental for maintaining a high level of trust from the public 
and avoiding consequences driven by the new technologies. Gartner’s 2020 predictions highlight 
that by 2023 30% of the world news will be authenticated by the blockchain to counter deepfakes 
(Panetta 2019). 
 
The future of deepfakes seems to be in danger, but while in some areas deepfakes are dangerous, 
for some others they are a godsend. 
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Opportunities: when deepfakes are a godsend 
 
This paragraph will be the UNO reverse card22 for deepfakes. In this part of the analysis, we will 
explore potential benefits and opportunities for this technology. We will go through already existing 
implementations and possible ones for the future.  
Knives are dangerous, they could cause harm to people and lead to deaths and hospitalizations. If 
used properly though, they could help you cut some nice vegetables for making a delicious dish. 
Sometimes, it just depends on the use people do of some tools. The same applies to deepfakes. If 
used properly, deepfakes could enhance and augment the experience of people in many ways, from 
art to marketing, therapy, and many more industries. 
 

Edutainment 
 
The Dalì Museum in St. Petersburg, Florida23, features a life-size talking deepfake avatar of Salvador 
Dalì created using historical archival footage. The museum allows its customers to interact with the 
painter. It’s possible to ask him questions, and he would directly explain his pieces of art. At the end 
of the journey, funnily and engagingly, he asks people to take a selfie using a camera placed on top 
of the little totem that will be later sent to the customer (Mihailova 2021). 

 

 
Figure 28 | Dalì deepfake's kiosk 

This application falls into what it’s more broadly called edutainment. Deepfakes can enrich art and 
education by providing new audio and visual content. Deepfakes could assist educators and 
professors in delivering more engaging courses than traditional visual and media. 
AI-generated synthetic media can bring historical personalities to life in the classroom, making it 
more engaging and interactive.  
Using Microsoft Hololens24 or other AR/VR tech, it could be possible to create a mixed or virtual 
reality where students could approach history classes in a completely new and engaging way while, 
for example, interacting with historical figures of that time (Jaiman 2020) 
JFK's resolution to stop the cold war speech was recreated cloning JFK’s real voice and speaking 
style. The speech was recreated by CereProc by using a Deep Neural Network and Unit selection 
voices over eight weeks where the CereProc team analyzed recordings of 831 speeches and 
constructed the voice by dividing them into 116,777 tiny phonetic components. Chris Pidcock, co-
founder of CereProc explained how “the unit selection voices reproduce the character of the speaker 
and the DNN voices help guide the prosody modeling which is the intonation” (CereProc 2018). The 
same can be applied to recreating short movies or documentaries starring the interested character. 
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Accessibility 
 
An interesting and life-changing application of deepfakes is the creation of audio-text-to-speech 
technologies that could help people who lost their voice to finally have it back. It would be possible 
to completely reconstruct someone’s voice by using archived content, videos, voice messages. A 
startup called Project Revoice25 tries to achieve this. The project helps people who lost their voice 
due to medical conditions such as motor neuron disease to get it back. A voice-cloning technique 
tries to recreate the voice of the patient with the same accent and intonation. VOCALiD26 uses 
voicebanks and proprietary voice blending technology to generate distinct vocal personalities for any 
device that converts text to speech for those who have speech and hearing problems.  
 

Therapy and mental health 
 
A combination of deepfake technology and immersive XR technologies could boost the perceived 
level of realism and serve patients who are trying to recover from a certain disease or trying to do 
the rehabilitation. A study after another has found that when a person learns a skill in virtual reality 
(VR), the expertise frequently transfers to the physical world. The question of whether this effect 
could be boosted by more personalization arises. If we could simply take a patient not just to a beach, 
but to their beach, complete with unique features and landmarks and creating an incredibly accurate 
copy of themselves. How much more effective could this type of experience become as technology 
develops? For treatment reasons, VR allows a doctor to customize the therapy session, allowing 
them to give stimuli tailored to each patient in a safe and private environment. AR and VR also 
promote immersion and a sense of presence (the sensation of "being there" in a virtual world), giving 
the experience a sense of immediacy. Finally, VR shares the mechanism of embodied simulations 
with the human brain. To put it another way, both the brain and virtual reality rely on simulations of 
the physical body in the real world to represent and predict behaviors, concepts, and emotions. As 
a result, it is possible to create specific virtual environments that can imitate both the external and 
inside world/body (Wiederhold 2021). 
The Dutch documentary Deepfake Therapy depicts how this technology can be deployed to assist 
those who are grieving the loss of a loved one. People can now have realistic video discussions with 
a deepfake of someone who has died while being overseen by a skilled therapist. Patients with post-
traumatic stress disorder (PTSD) are frequently treated using exposure therapy, which entails 
encouraging them to confront and conquer their phobias by exposing themselves to the things or 
events they dread in a secure atmosphere. Deepfakes could improve exposure therapy by recreating 
synthetic content that depicts a specific person or event that the patient is afraid of (KRO-NCRV 
2020). 
 

Removing Language Barriers 
 
Google has been working a lot on audio cloning and synthesis. They recently published a new paper 
on version 2 of Translatotron. “Translatotron 2 is a neural direct speech-to-speech translation model 
that can be trained end-to-end. Translatotron 2 consists of a speech encoder, a phoneme decoder, 
a mel-spectrogram synthesizer, and an attention module that connects all the previous three 
components.” (Jia et al. 2021). It uses technology from another Google Inc. project from a couple of 
years before called Tacotron 2, a neural network architecture for speech synthesis from text (Shen 
et al. 2018). We will soon be able to speak another language, in real-time, using our own voice.  
Face re-enactment as well can come in handy when having to translate movies or, for example, 
during a foreign speech. The interpreter's voice can be blended into the target subject’s face that will 
mimic the interpreter’s lips (Vincent 2021) (Prajwal et al. 2020). Flawless.ai is a startup that does just 
this. They focus on lip-syncing visualization in different languages 27. An example of this in the act is 
the social intervention campaign Malaria Must Die28, in which former English player David Beckham 
seems to speak nine different languages in a vocal petition to stop malaria. 
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Freedom of speech 
 
Going in an opposite direction to what was exposed in the concerns and risks paragraph, this 
technology could be used to preserve freedom and help human rights activists and journalists to stay 
anonymous in dictatorial and oppressive regimes. For citizen journalists and activists, using 
technology to report injustices on traditional or social media may be incredibly empowering. 
Deepfake can be used to mask voices and faces to safeguard their privacy. 
Personal digital avatars provide autonomy and can assist individuals in expanding their purpose, 
thoughts, and beliefs, as well as enabling self-expression, which may be challenging for some 
(Chesney and Citron 2018). HBO29’s Welcome To Chechnya documentary applies this concept. 
Director David France goes to Chechnya to speak with a group of human rights activists confronting 
the anti-LGBTQ+ persecution in the Russian Republic of Chechnya. The documentary uses 
deepfake technology instead of blurring to anonymize the people that appear in the documentary 
without losing the facial expressions and emotions behind the stories (Rothkopf 2020).  
 

 
Figure 29 | top left: doc's frame, top right: volunteer lending her face for the documentary, bottom left: capturing different angles of 

a face, bottom right: frame from the documentary 
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Film Industry 
 
The film industry is certainly the one that could benefit the most from deepfakes. Youtube channel 
Shamook30 showed in a video how Netflix31 could have exploited DeepFaceLab32 opensource free 
software to de-age their actors in The Irishman instead of spending money on expensive CGI effects 
that drove the budget of the movie as high as $US175 Million (Chilton 2020). The result has been 
described by some fans as “mind-blowingly better” than the original. 
 

 
Figure 30 | Comparison by Shamook's Youtube Channel 

 
The possibilities in this field are unlimited. It could be possible, for example, to resurrect dead 
characters. It’s theoretically possible to have Marilyn Monroe acting in a 2022 movie with a tenth of 
the budget and the time needed for recreating her using CGI, and probably with a better effect. This 
is the case of Spanish beer Cruzcampo33 which managed to bring iconic Lola Flores34 back to life 
with the use of deepfake for their Con Mucho Acento campaign (Vega 2021).  
Needless to say the same can be just applied to actors who are still alive. A deepfake of a famous 
character will be way less expensive for production companies than flying him/her out, paying for 
hospitality, and having them act. Actors in the future might just have a dataset of their faces ready to 
send to companies who require the use of it (Kahn 2021).  
The creator of many famous deepfakes like the already mentioned @deeptomcruise page on TikTok, 
Chris Ume, has started a new company called Metaphysics.ai35 they aim to sell deepfake solutions 
to both the film and videogame industries.  
When it comes to post-production and reshoots, the benefits of deepfake technology for the business 
can be massive. Filmmakers could replace lines without having to reshoot the whole scene. A new 
line could be just rewritten, and the scene will be automatically fixed. Instead of having a full set and 
crew to fix minor changes, a tiny team might do the same with a computer and in a fraction of time.  
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Gaming industry 
 
Another industry that will surely benefit from such technology is that of video games. Applications 
could vary from deepfaking yourself into videogames to needing less time to create virtual 
characters. A combination of FaceSwapping techniques (Kowalski 2018) pose estimation (Xie et al. 
2021) and full body deepfakes (Chan et al. 2018) could allow us to perfectly transfer our face and 
personal types of body movements into a video game character.  
Chris Ume, from his Instagram’s36 page (@vfxchrisume), shows an example of how the famous 
football game FIFA37 could look like if EA Sports38 used deepfakes instead of CGI. The results are 
insane (D’Angelo 2021) (Ume 2021).  
NetEase39, a giant Chinese gaming company, uses AI to automatically create in-game characters 
from a single picture. The difference from other deepfakes is the combination with a  3D bone-driven 
model which predicts facial parameters with a big physical significance (Shi et al. 2019). 
 

 
Figure 31 | Left CGI, Right Deepfake 
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A big deal for marketing  
 
Marketing-wise deepfakes could be a huge game-changer. Besides the already mentioned Dalì 
museum in Florida, this technique could help marketers create deeper bonds and higher 
engagement with their customers if leveraging the right levers. Companies like Zalando40 could make 
it possible for customers to deepfake themselves into their e-commerce platform to see how 
garments look on them (Whittaker et al. 2020).  
Zalando already used deepfake technology in 2018 with the #whereveryouare campaign that 
managed to create bespoke messages to 12 countries with 290,000 local versions for small villages 
and towns in Europe. The campaign gained more than 180M impressions across social media and 
saw an increase of 54% in-shop sales and a 79Mln increased revenue (Infinitizer 2018).  
The fashion industry could probably benefit more than the others from this technology. Companies 
like Artificial Talent41 are offering GANs solutions to generate models for promotional purposes. The 
models can be customized following the needed physical and facial characteristics the company 
requires. The generated characters can then be used for their brand image or to create promotional 
campaigns without having to cast any human model or having to pay for a photoshoot (Whittaker et 
al. 2020).  
Balenciaga’s42 SS22 fashion show titled Clones was a virtual runaway featuring cloned avatars that 
were CG-scanned onto deepfake models. The music of the digital event was an AI-generated version 
of La Vie En Rose. It was the first, all AI-generated fashion show and a marketing success (Ahmed 
2021).  
 

 
Figure 32 | Balenciaga's SS22 show 
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Virtual Influencers 
 
Whittaker et al. suggest brands could generate synthetic influencers or endorsers to perfectly 
represent their brand and aesthetic. An existing famous example is Lil Miquela, built using CGI. With 
3.1 Million Followers Lil Miquela has endorsed brands like Samsung, Prada, Calvin Klein, and Mini 
(Powers 2019). 
 

 
Figure 33 | Lil Miquela X Mini 

 
Synthetic endorsers can have the brand create their narrative and life drama, all without the 
unforeseen dangers or concerns that a human endorser can introduce (Koh & Wells, 2018; Powers, 
2019). Synthetic endorsers retain the controlled elements of traditional spokescharacters, but with 
higher potential to express human qualities similar to those of the target audience. This results in a 
greater sense of authenticity and relatability. Life story, beliefs, personality, and physical appeal, can 
all be programmed into a synthetic endorser to produce a perfect message source for the brand's 
audience. Synthetic endorsers can feel authentic because an individual's love or admiration of a 
fictional figure can be linked to increased perceived realness (Koh and Wells 2018). 
A recent study interviewed 30 virtual influencers’ (VI) followers to understand their perspectives and 
found some interesting. Followers are frequently content-driven, eager for fun, and suspicious of 
phony brand promotion on social media. Some are unconcerned about whether this is met by 
humans or virtual characters. Because of intriguing story-driven innovative content, VIs create 
natural interest and maintain fans. Furthermore, VIs that are very humanlike are more appealing to 
followers, demonstrating a low level of Uncanny Valley effect, signaling acceptance (Choudhry et al. 
2022). 
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The Uncanny Valley Effect 
 
The uncanny valley effect is an unsettling feeling of unfamiliarity individuals experience when viewing 
or interacting with robots that are nearly but not quite identical to humans. Chatbots that use 
synthesized voices or reproduce human faces but not perfectly have been shown to produce this 
effect that negatively impacts the experience of interaction (Ciechanowski et al. 2019).  
Deepfakes could overcome this problem by creating a more authentic and realistic avatar, enabling 
them to have a stronger ability to imitate emotions, hence improving perceived emotional intelligence 
and reacting to human needs for empathy and understanding in real-time. Facial expressions play 
an important role in social interaction coordination, acting as a visual tool that helps the message 
recipient grasp the communicator's emotions, ideas, and intentions (Keltner and Haidt 1999). 
Positive emotions such as enthusiasm, humor, and attachment may help weak persuasive 
messages to be accepted more readily (Griskevicius, Shiota, and Neufeld 2010). Brands could 
deploy them to deliver promotional messages, help the customer during the shopping experience, 
or even become a proper virtual assistant like the one proposed by Samsung’s Neon43 (Hitti 2020) 
(Whittaker, Letheren, and Mulcahy 2021).  
 

 
Figure 34 | Samsung's NEON avatars 

Bigger reach 
 
Similar to the Zalando #whereveryouare campaign and the Malaria Must Die campaign featuring 
David Beckham, deepfakes can help reach a broader audience and have different versions of the 
same ads from only one take.  
In 2020, Synthesia44 partnered with ad agency Craftww45 for JustEat’s46 commercial featuring Snoop 
Dogg47. The American rapper performs a bespoke song about the company’s service.  
The only problem was they could not use the same ad in Australia, as the service there is known as 
Menulog48. The solution was genius and saved JustEat a lot of money. Another version of the ad 
was created using deepfake technology that both changed the lyrics and lip movements in every 
single moment of the commercial without having to take extra shots (Whitaker 2021). A combination 
of some of the technology analyzed before could potentially create a worldwide ad from only one 
take. The impact this could have on time and cost of production is massive. 
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Hyper-personalized ads 
 
If Zalando’s example is what is closer to a real case of hyper-personalization. We could imagine 
beyond that and hypothesize that, in the future, it could be possible to create even more hyper-
personalized ads. Imagine you open your smartphone; you open the YouTube app and choose a 
video. An ad starts, but instead of seeing a random actor playing, you see a person that reflects your 
characteristics, or, even more, yourself. This is already possible with current technologies and could 
be the future of what ads might be in the future. People could have their deepfake avatars and the 
biometrical information could be used by companies to create specifically hyper-tailored ads based 
on the data available. More easily and less scary, brands could create apps that use deepfake 
technologies allowing customers to deepfake themselves into an already made advertisement 
allowing them to share it to their social network (Whittaker et al. 2020). In this way, customers can 
become co-creators of value in the advertising, shifting from being just a passive audience. The user 
not only becomes part of the ad and feels more engaged, but could also actively share the hyper-
personalized ad starring him/her/they to social media platforms, helping the company to reach more 
potential quality customers (Kietzmann, Mills, and Plangger 2021). A study from 2017 suggests how 
there’s a positive correlation between increased personalization and ad’s persuasiveness and 
perceived benefit (Ham 2017) which “could increase the desired (re)action of the consumer” 
(Kietzmann, Mills, and Plangger 2021). Hyper-personalization and co-creation have been already 
tested out by a couple of brand pioneers like Frito-Lay’s49 campaign starring footballer Lionel Messi. 
An app called Messi Messages50 allows customers to customize a personal message in 10 different 
languages and choose from thousands of names available. The tool provides a template message 
that can be edited with something similar to a mix between a chatbot and a drop-down menu to 
change the recipient's name, the sender's name, and the style of the message which is an invitation 
to watch a match or play an online game (Kulp 2021). 
 

 
Figure 35 | Frito Lay's Messi Message 
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Spotify, in 2020, considering the huge success of Spotify Wrapped (Cury 2021), and singer The 
Weeknd, decided to push the limits of Wrapped’s concept by creating a one-to-one experience with 
the Canadian singer. The experience is called Alone With Me and uses user’s data and geolocation 
to understand what time of the day it is and, similarly to wrapped, historical data on past listens to 
create a super tailored message. The experience ends with a glitched video and the reproduction of 
some songs from After Hours’ album (Leung 2020).  
 

 
Figure 36 | Spotify's Alone With Me 

 
Doritos’s51 #CoolRanchDance campaign for 2020’s Super Bowl is a collaboration with the deepfake 
app called Sway52. The Magic Dance function creates full-body deepfakes based on their commercial 
showing a dance battle between Lil Nas X and Sam Elliot over Cool Ranch tortilla chips. Users must 
hold their iPhones stable for 30 seconds while filming their movements. The app then transposes 
the video over the body of a professional dancer. The result is a video that seems like the user is 
dancing perfectly to the choreography (Williams 2020). Co-creation has shown an increase in 
customer loyalty and overall value (Cossío-Silva et al. 2016). It would be interesting for future 
researchers to try and address this question specifically applied to hyper-personalization and 
deepfakes.  
 

Tourism 
 
Tourism could benefit from this technology too. Travel agencies could create super-resolution 
images of the destination and offer customers to be deepfaked in the environment. VR headsets 
could be implemented to give a little taste of what they would look like in the destination before going. 
The digital experience can be shared with your friends, partner, or travel mates. This would enhance 
the experience and trigger the activation of the customer (Kwok and Koh 2021). Deepfakes enable 
customers to create a realistic visualization of their consumption experience and improve the ability 
to imagine how they would use the product (Mulcahy et al. 2019) resulting in a higher purchase 
intention.  
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The Metaverse 
 
The metaverse is probably going to be one of the big next things after Facebook announced its 
launch at the annual facebook AR/VR conference in late 2021 (Paul 2021). The metaverse is a 
parallel universe, a physical replica of the web, accessible via a virtual reality headset, and with its 
independent economy enabled by blockchain. 
 
The metaverse concept is founded on three basic components. 
 
1, Virtual Reality: This alternate universe will be accessible via augmented reality tools like virtual 
reality glasses or VR headsets. 
2, Blockchain: the metaverse's economy is based on decentralized data transfer technology, which 
allows the production of virtual money and the trading of NFTs. 
3, Web 3.0: the metaverse is seen as the next generation of the web 2.0 that we know today. The 
concept of Web 3.0 is centered on the concept of owning "pieces" of the Internet. 
The metaverse will also enable the creation of one of the most popular digital items at the moment: 
NFTs. Non-Fungible Tokens are cryptographic identifying keys that enable the possession of any 
digital asset, such as an image, video, or audio file. 
 
In the metaverse, the marketing opportunities are infinite. Brands could have virtual synthetic 
generated influencers to represent the brand with which their customers could interact and engage 
more directly and interactively (Csiszat, Szilagyi, and Milievic Renata 2022). It is possible, that one 
day we could have a philosophical conversation with Apple or Coca-Cola’s generated avatars on the 
metaverse. 

Risks for Marketing 
 
Before we learned a knife could cause both harm and good. We learned it’s better to use our knife 
to cut us some fresh food rather than harming others, but we must be careful to hold it from the right 
side. Marketers need to hold the knife from the handle and not from the blade. 
This paragraph analyzes the possible risks of deepfakes implementations in marketing. 
 

Data use and privacy  
 
Besides the risk of fraud or fake news about the company that might circulate over the internet and 
that could result in a direct monetary loss or image damage (Helms and Mutter 2020), the first 
concern companies and marketing agencies should be aware of is the importance of transparency 
about the use of personal data; whether it’s being stored, for how long, in which servers, what type 
of data, and what’s the purpose of using and storing them.  
Consumers feel vulnerable when they realize their personal information has been collected without 
specific consent for creating personalized ads; resulting in drastic drops in metrics like click-through-
rate (CTR). Conversely, the same CTR increases when data are instead collected overtly (Aguirre 
et al. 2015). Companies should put more effort into building trust with their customers by clearly 
disclosing everything about the collection and use of their information. This specific phenomenon 
has been seen to be even more pronounced for smaller brands (Mukherjee, Smith, and Turri 2018). 
Usually, customers are faced with what’s referred to as adversing calculus. Adversing Calculus is 
the weight scale customers use between benefits (e.g., hyper-personalization) and costs (e.g., 
privacy). It’s unclear how the scale works and what is the curve that defines when the maximum 
point of personalization accepted is reached before the perceived benefit for the customer stops 
being worth the cost in privacy. It’s not easy for companies to find the perfect balance between 
marketing intel, building and maintaining trust, customer surveillance, and improving customer 
satisfaction.  
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In addition to transparency, though, brands could show the value gained by the customer if they 
share certain data, inducing the customer to actively make the final choice (Plangger and Watson 
2015).  
In a denouncing article from 2019, The Washington Post53 shared concerns about the use the 
famous FaceApp does of its users’ data and uploaded pictures. “Looking under the hood of FaceApp 
with the tools from my iPhone test, I found it sharing information about my phone with Facebook and 
Google AdMob, which probably help it place ads and check the performance of its ads. The most 
unsettling part was how much data FaceApp was sending to its servers after which … who knows 
what happens. It’s not just your face that FaceApp might gobble up — if you age friends or family 
members, their face gets uploaded, too.” The journalist then continues the article by reaching out to 
the CEO of the company Yaroslav Goncharov who explains some parts of their terms of use of 
personal data, trying to reassure their users on the topic (Fowler 2019). Similarly, the same 
happened in a Forbes54 article, followed by another one just the day after (and another one by CNN), 
exposing the viral Chinese app ZAO by raising “concerns about privacy and safety issues” about the 
app request of too many rights over user’s pictures and personal data than what is necessary to run 
the service (Doffman 2019a) (Doffman 2019b) (He, Guy, and Wang 2019). This should teach 
companies how it’s very easy for them to risk their reputation and consequently their revenues if not 
enough transparent. 
 

Perceived reality 
 
The International Journal of Advertising, in a study by Kietzmann et al. makes a difference between 
truthfulness and truthiness. “Truthiness is a consumer’s attribution of validity based on how 
something seems or feels to them, independent from and regardless of its truthfulness” (Berthon and 
Pitt 2018). The paper continues by analyzing if truthiness in this post-fact, full of deepfake world 
could eventually erase some of the concepts we’ve learned about like the confirmation bias, selective 
exposure, desirability bias, repetition effect and priming.  
The previously mentioned Liar's Dividend (Chesney and Citron 2018), for example, could impact the 
perception of reality, confusing people that might not be able to recognize what’s real and what is 
fake anymore. The Sleeper Effect (Hovland and Weiss 1951), states that even if consumers are 
aware that they have been exposed to fake content, the persuasive effects of that content have a 
lasting influence on later perceptions, even if the credibility of the content is shown to be questionable 
or even misleading. Even though the study is from 1951, we could probably apply the same funding 
to AI-generated synthetic ads. No matter if consumers are skeptical, the messages in those 
advertisements could be fundamentally more convincing in the long term. Deepfakes have the 
specific characteristics of being misleading and hyper-real. This could cause a shift in what we’ve 
been knowing so far in marketing. These are just hypotheses and we cannot have any proper answer 
until the use of deepfakes becomes more prominent (Kietzmann, Mills, and Plangger 2021).  
 

Ad falsity perception and verisimilitude 
 
According to the framework proposed by Campbel et al., Ad Falsity can be divided into 3 
subcategories. False product-related claims, product-unrelated claims, and presented reality.  
False product-related claims are the ones that falsely state something about the characteristics of 
the product or its effect. The misleading information can be either presented through text (e.g., “this 
product will make you lose 20kg in 10 days”) or visually (e.g., by showing a before/after picture that 
is unlikely to be true). These types of false ads have been a concern for policy makers that made 
illegal misleading ads in Europe (EUR-Lex 2006) or, with a mandatory disclosure (in the US) (Hastak 
and Mazis 2011) (Hoy and Stankey 1993).  
The second one, product unrelated claims, are when an ad's statements about a product or service 
are technically correct, but it may contain other inaccurate information (Petty and Craig Andrews 
2008). False information is often excluded from the concept of deceptive advertising since it is 
assumed it may be easily discovered by consumers or have little impact on market behavior. An ad 
showing President Lincoln endorsing a smartphone, for example, will be obviously false.  
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Lastly, the presented reality of an advertisement can be false if it shows a version of the world that 
is different from what actually is, or if the world is generated artificially. This type of falsity can happen 
in multiple ways, especially in advertisements. For example, the techniques used to make food 
appear fresher, tasty, and perfect in supermarkets or restaurants’ ads are well known (Little 2014). 
Green screens, stuntmen, and especially photoshop and CGI can be used to augment reality with 
animation or by eliminating imperfections/editing reality. These methods have always been used but 
lately, a new gray area is emerging, and some countries already got it covered. The beauty industry 
and the glorification of hyper-beauty and perfection have led to many negative consequences to 
adolescent girls’ self-esteem already, and manipulated images contribute even more to the 
idealization of the perfect body/beauty, but with the little cherry on top which is they are fake 
(Kleemans et al. 2018). For this reason, many countries, starting from Israel, began to make 
mandatory a disclaimer saying the image was manipulated (Krawitz 2014) (Borau and Nepomuceno 
2019). 
 

 
Figure 37 | Before Photoshop (sx), After Photoshop (dx) 

The main problem with ad falsity is the fact consumers are well known to negatively react to false 
information in advertisements. This comes from a tendency of self-protection or coping with 
persuasion attempts (Friestad and Wright 1994). The cited study from Campbell et al. suggests and 
links other studies on fakery in general that could be easily applied to how consumers would perceive 
deepfakes in ads (C. Campbell et al. 2021). It’s possible, though, that the association is not as direct; 
the topic should be studied more in-deep with specific regards to deepfakes and differentiating in 
their different use too. The technology is so different from what we have seen so far it needs an ad-
hoc study to properly understand the different perceptions of consumers. 
Gaining a deeper understanding of how awareness of ad falsehood influences customer behavior 
has become critical as Campbell suggests. Research made so far on persuasion knowledge reveals 
that if consumers are aware that an advertisement has been modified, they may react differently to 
it (Friestad and Wright 1994). What could also impact the effect on the consumer can be the type of 
product, In the clothing industry, consumers might find the deepfake technology to have more 
benefits than costs.  
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Government policies 
 
As mentioned in the previous paragraph, a grey area of ad manipulation is emerging, and like the 
photoshop example, the same could happen to deepfakes. China in 2019 made deepfakes without 
a disclosure a criminal offense just a month after California did a similar thing banning them during 
the election season (Statt 2019)(AB-730 2019). Facebook and Tiktok already banned deepfakes 
from their platforms (Shead 2020) (Statt 2020) and are investing in deepfake detections. At the same 
time, Google and Microsoft are known to be working towards deepfake detection systems (Kelion 
2020)(Dufour Nick and Gully Andrew 2019). The mentioned DARPA programs are working as well 
and funding the research towards developing better detection systems (DARPA 2021). The world 
seems to prepare itself for the inevitable coming of deepfakes to the mainstream world and it’s 
plausible more and more countries and governments will join the fight against them. Companies 
need to be aware of that before jumping too soon into investing an inconsiderate amount of money 
into this new thing which could be, eventually, completely banned from the mainstream. What could 
be more probable is that it will be mandatory to disclaim its use. It’s of vital importance to understand 
what the best way is to disclaim the technology, how to do it, and when. The research proposed later 
in this thesis addresses this specific question. 
 

Consumers’ reaction to low budget ads 
 
A study by Ducoffe tells us consumers make assumptions about how much a company has invested 
in advertising (Ducoffe 1995) and many others say consumers usually respond better to an 
advertisement that appears to be more expensive both in terms of creativity and placement (Modig, 
Dahlén, and Colliander 2014)(Lange, Rosengren, and Blom 2016)(Dahlén, Granlund, and Grenros 
2009). Consumers weigh the perceived cost of an advertisement against the cost imposed on them 
in terms of time or effort. They react badly when they consider an ad to impose a comparatively high 
cost on them relative to the advertiser's costs (e.g., spam.)(M. C. Campbell 1995). Consumers could 
react negatively if they realize the cost of producing a deepfake ad is too little. At the same time 
though, we’ve seen big brands like Balenciaga using it recently (Ahmed 2021) and having the 
opposite effect compared to what has been hypothesized by the mentioned studies. Further research 
is of extreme importance to understand if deepfakes could be the exemption about perceived budget 
importance or if, being new, it’s just a temporary effect due to the innovation of it. 
 

General perception  
 
There is one last reason why deepfakes might not be a successful move for companies, and it’s 
pretty simple: Maybe people just don’t like deepfakes and that’s it. Maybe the general fear, concerns, 
and stories revolving around deepfakes (e.g., porn, or fake news) just make deepfakes not a “good 
thing” in the eyes of the consumer. This is something marketers should understand and be aware 
of. However, the few studies that have been conducted seemed to show a relatively positive attitude 
towards the technology by the users (Poon 2021). To add a more interesting fact to this, a study by 
Wu, Ma, and Zhang, shows us how deepfakes can sometimes have an expected Self-enhancement 
effect on people who are exposed to deepfakes of themselves into celebrities bodies. The studied 
subjects felt more confident and beautiful after being exposed to deepfakes, highlighting some new 
possibilities and frontiers in treating body images disturbances (Wu, Ma, and Zhang 2021). 
One thing that will be addressed later in this research is if the word “Deepfake” itself has an intrinsic 
bad connotation and perception in the mainstream. By changing the terminology, for example from 
“deepfake” to “synthetic ad”, marketers could modulate the perception of consumers about the 
technology. 
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Research Question 
 
Considering the discussed framework and the position deepfakes have in public opinion where they 
are seen as dangerous and a tool for creating more harm than good. It is reasonable to assume the 
grey area deepfakes are “living in” will soon become a more defined and colorful one. We’ve seen 
how some countries are already taking care of the issue and started creating laws that ban or 
regulate more in deep the use of it and the rest of the world is believed to be following them. We 
covered the important role deepfakes could have for marketing and industries like cinema or 
videogames. The technology could have a big impact in terms of cost, time, and creativity. Brands, 
managers, and the literature must study this phenomenon more in detail and all its shapes. Most of 
the papers found during the literature research were screaming in help for academics to cover some 
aspects of the topic. This research tries to help cover what is probably going to be the soonest 
problem that will need an answer. Considering how countries have been moving against deepfakes, 
it is understandably right to think it will be soon mandatory to disclose the use of this technology to 
the public. This research wants to help understand how disclosure could impact consumers’ 
perception towards the advertising that uses deepfakes and tries to study what is the best way to do 
it. One study in 2014 revealed how disclosure timing impacts the persuasion of an ad. The study 
analyzes sponsorship disclosure and its effects. It shows that when the disclosure is placed before, 
or during the promotion, it negatively impacts the persuasion effect because the consumer processes 
the information differently becoming more critical and creating a stronger resistance to the 
information conveyed. (Boerman, van Reijmersdal, and Neijens 2014). This is in line with other 
studies found that similarly stated that when a consumer knows that they are being manipulated, or 
somebody is trying to manipulate them they respond negatively and they are more aware of the 
advertising calculus (M. C. Campbell and Kirmani 2000) (M. C. Campbell 1995) (Darke and Ritchie 
2007). In the deepfake world though, we still don’t know if this could be easily applied. It could be 
possible that stating the use of deepfakes beforehand could lead to more trust or just being prepared 
and not feeling tricked by the ad or the brand. It’s for this reason that the first two research questions 
are: 
 

Q1: Does deepfake disclosure affect consumers’ ad perception? 
Q2: How does deepfake disclosure timing affect consumers’ ad perception? 

 
The study also wants to analyze if the term used for defining the technology could moderate the 
effect of disclosure timing. Deepfake is a term that has been widely used in the colloquial world and 
is usually used in the mainstream when talking about fake news, pornfakes, ransomfake, 
manipulated elections, threats for democracy, misinformation, and disinformation in general. It is 
right to assume that the word deepfake triggers (intentionally, and unintentionally) a sequence of 
links to bad emotions. Conversely, terms like synthetic media, AI-generated media, generative 
media, are more technical but still do describe the same set of techniques and, the study theorizes, 
to be less linked to a disruptive dystopic future. For practical use, “synthetic media” has been chosen 
for the research. The third research question then is: 
 
Q3: Does using “synthetic media” instead of “deepfake” when disclosing moderate the effect of it? 

 
Arguably, some people might not know what deepfake or synthetic media mean. For this reason, 
after exposing respondents to the first stimuli, they are being asked if they know what the words 
mean. Before exposing them to the second stimuli, a short explanation is given. In this way, it’s 
possible to analyze whether results from the first or second stimuli were affected by knowledge. 
After having defined what the research questions are and having analyzed the literature available, I 
proceed with my hypothesis: 
 

H0: Ad perception is not affected by disclosure nor the use of different words. 
H1: Disclosure negatively affects consumers’ ad perception 
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H2: If disclosure is positioned at the beginning, or during the ad, consumers will react more 
negatively than if placed at the end 

H3: Using “Synthetic Ad” instead of “Deepfake” positively affects the attitude towards the ad. 
 

Research Methodology and Design 
 

Choosing and editing the media 
 
The research begins with a manual scan of different deepfake videos on YouTube. Specifically for 
this research, only deepfakes that were applied to an ad were selected. Simultaneously, I reached 
out by email to the before-mentioned Chris Ume (@vfxchrisume: 
https://www.instagram.com/vfxchrisume/) CEO and founder of Methaphysics.ai and creator of the 
already mentioned @deeptomcruise page on TikTok. The reason was the material available on 
YouTube was not enough hyper-realistic for the study. The videos needed to respect 2 
requirements. They should be deepfake ads and they should be hyper-realistic. He reached back 
and gave explicit consent to use some of his videos. Gillette ad and the Truecaller’s ad were the 
ones chosen for the study. 
 

 
Figure 38 | email received by Chris Ume 

 
The other 2 videos chosen are a Jaguar spot where YouTube Channel “The Fake Report”55 
substituted Eva Green’s face with Angelina Jolie’s, and the last one is a L’Oréal spot made by 
YouTube channel “The Dan In The High Castle”56 where the main character’s face has been 
substituted with the one of Ana De Armas. All of them look natural and are not as easy to spot. 
The videos have then been imported into Adobe Premiere Pro where 6 different scenarios for each 
video were created by positioning a disclaimer message Before, During, or After the ad using either 
Deepfake or Synthetic Media. The table and pictures below give an example of the disclaimer 
messages and the different scenarios.  

https://www.instagram.com/vfxchrisume/
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Table 2 | Different Scenarios 

 Before ad (B) During ad (D) After ad (A) 

Deepfake (DF) B + DF D + DF A + DF 

Synthetic Media (SM) B + SM D + SM A + SM 

 
 

 
Figure 39 | B + DF 

 
Figure 40 | B + SM 



 

44 
 

 
Figure 41 | D + DF 

 

 
Figure 42 | D + SM 
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Figure 43 | A + DF 

 
 

 
Figure 44 | A + SM 
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Identification code 
 
To orderly divide and be able to easily recognize the different scenarios. A code has been created 
for identifying them.  
 

Table 3 | Code Legend 

Disclosure: The disclosure is shown before 
the ad 

B_ 

 The disclosure is shown during 
the ad 

D_ 

 The disclosure is shown after the 
ad 

A_ 

Type*: Deepfake  DF_ 

 Synthetic Media SM_ 

Brand: Gillette GIL 

 L’Oréal LOR 

 Jaguar JAG 

 Truecaller TCC 

If one of these variables is 
missing: 

Null variable N_ 

 
The final code is built following a specific order and combining the different single codes for each 
variable: 
 

[Disclosure] + [Type] + [Brand] 
 

For instance, the code for a scenario where the disclosure is shown during the Truecaller ad, using 
the term “Synthetic Media” would be:  
 

[D_] + [SM_] + [TCC] = D_SM_TCC. 
 

If any of the variables are missing, “N_” is used as an identifier. So, for example, the code for the 
original ad by L’Oréal (no disclosure, no deepfake/synthetic media used), would be:  
 

[N_] + [N_] + [LOR] = N_N_LOR. 
 

*Note: If the condition [Disclosure] is NULL (N_), the [Type] part of the code only indicates if the 
video is a deepfake or not. For example, if a video has no disclosure, so the first part of the code is 
N_, the code could only continue with either N_ (no manipulation, meaning the video is not a 
deepfake) or DF_ (manipulation, meaning the video is a deepfake). 
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Below are all the possible combinations used in the survey: 
 

Table 4 | Every possible combination created for this study 

  D
is

c
lo

s
u

re
 t
im

in
g

 +
 T

y
p
e

 

  L’Oréal Gillette Jaguar Truecaller 

Before + Deepfake B_DF_LOR B_DF_GIL B_DF_JAG B_DF_TCC 

Before + Synthetic 
Media 

B_SM_LOR B_SM_GIL B_SM_JAG B_SM_TCC 

During + Deepfake D_DF_LOR D_DF_GIL D_DF_JAG D_DF_TCC 

During + Synthetic 
Media  

D_SM_LOR D_SM_GIL D_SM_JAG D_SM_TCC 

After + Deepfake A_DF_LOR A_DF_GIL A_DF_JAG A_DF_TCC 

After + Synthetic 
Media 

A_SM_LOR A_SM_GIL A_SM_JAG A_SM_TCC 

No Disclosure + 
Manipulated 

N_DF_LOR N_DF_GIL / / 

No Disclosure + 
Original 

N_N_LOR N_N_GIL / / 

 
 

Survey building 
 
After creating the 6 different scenarios, the survey is created on Qualtrics.  
 

Pre-test 
 
After asking what gender the respondents identify in, a pre-test option is shown at the beginning of 
the main survey.  
 

 
Figure 45 | Screenshot of the pre-test question 

 
If respondents click on “Yes”, accepting to participate in the pre-test, they will be redirected to a 
slightly different journey than the ones who chose “No”. To do this, the Branch Logic in Qualtrics is 
used. The branch logic allows you to create an if condition. 
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Figure 46 | Branch Logic for pre-test + pre-test introduction block 

 
The purpose of the pre-test is to understand whether the deepfake videos chosen look real enough 
to trick the general human eye. The introduction block disclaims that a video would be played 
afterward, and informs the respondent has a 50% chance of watching a real video, and a 50% chance 
to watch a fake video. 
 

 
Figure 47 | Pre-test introduction block 

The videos chosen for the pre-test are: 
 

- N_N_LOR 
- N_N_GIL 
- N_DF_LOR 
- N_DF_GIL 

 
To avoid any contamination of the subsequent main test, the gender variable functions as a divider 
for making sure a respondent does not watch the same video twice. If you are male, you will watch 
the L’Oréal ad (either deepfake or actual one) in pre-testing, and the Gillette one during the main 
test. If you are female, the opposite. If you are non-binary or prefer not to say, you will be randomly 
assigned a video between the 2 types of ads. In this way, we make sure to create no bias towards 
the ads that will be shown later in the survey. The figure below gives an example of the flow for a 
male. 
 
 

 
Figure 48 | Male flow for pre-testing 
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A randomizer is used to expose the respondent to either one of the 2 stimuli (not deepfake vs 
deepfake). In the case shown in the previous figure, as explained before, N_N_LOR indicates the 
video has no disclosure (N_), is not a deepfake (N_), and is from L’Oreal (LOR). Conversely, 
N_DF_LOR indicates the video has no disclosure (N_), is a deepfake (DF_), and is from L’Oreal 
(LOR). 
The videos chosen for this purpose are Gillette’s ad “Ready or Not” which will be tested against the 
deepfake ad created by Chris Ume for Gillette’s “Deion’s Draft Night” ad (deepfake). 
 

       
Figure 49 | Gillette's Ready or Not ad (N_N_GIL - left) vs Gillette’s Deion’s Draft Night (N_DF_GIL - right) 

On the other side, male participants will be presented with an identical scenario. The only difference 
is the type of ad. In this case, one is the original 1989 spot by L’Oréal starring Cindy Crawford while 
the other is a deepfake of the same ad with Ana De Armas. 
 

       
Figure 50 | Original spot (N_N_LOR - left) vs Deepfake (N_DF_LOR - right) 

To evenly expose participants to every scenario, the Randomizer function is used to either display 
the deepfake version of an ad, or its equivalent real one. After being exposed to the randomly 
assigned 30-seconds spot, respondents are asked to answer a specific and clear question shown in 
figure 51.  
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Figure 51 | Question after watching the video in the pre-test 

After measuring this, a message saying “you will now start the main test” will be shown before 
redirecting them to the main test. 
 

Main Test 
 
The main test begins with a message saying they will watch an ad on the next page.  
The survey flow from now on follows the same concept as depicted before. The variable gender is 
used to control what scenario respondents are going to be exposed to. In this case, and contrariwise 
to the pre-test, if “Male” is chosen they will be shown the Gillette ad. If “Female” is chosen they will 
be shown the L’Oréal ad. If “Non-Binary/Third Gender” or “Prefer not to say” is chosen they would 
be randomly assigned to one of the two videos. 
The reason behind this choice is the target for the two ads are different. Gillette’s target is men, 
L’Oréal’s target is women.  
An ad without any disclaimer for both Gillette and L’Oréal has been added in the randomization to 
be used as a litmus test for comparison between an ad with a disclaimer and without. 
 

 
Figure 52 | Survey flow for male 
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Figure 53 | Survey flow for female 

 
 

 
Figure 54 | Survey Flow for NonBinary/ThirdGender 
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The ADTRUST scale was chosen to test the attitudes towards the ad (Soh, Reid, and King 2007) 
and items thought to be a better fit for the research were selected. The scale is a 7-point Likert scale 
(with Strongly Disagree = 1 and Strongly Agree = 7) that measures how much the respondent agrees 
to some adjectives describing the ads that are the items of the questionnaire. 
The items are: Boring, Irritating, Disturbing, Credible, Good, Honest, Truthful, Likeable, Enjoyable. 
 

 
Figure 55 | ADTRUST 

Right after ADTRUST, another question measuring to what extent they generally liked the ad is 
asked. The question asks “To what extent do you like or dislike this ad: (7-point Likert scale with like 
= 7; not like = 1)”  (MacKenzie, Lutz, and Belch 1986). 
 

 
Figure 56 | Last question 

Once finished, the respondents will be randomly split into 2 groups. The group “Deepfake” and the 
group “Synthetic Media”. Group Deepfake, for example, will be asked first if they know what a 
Deepfake is, giving them only two options: “Yes” and “No”. After answering the question, a message 
with a short Deepfake definition, and an easy question about the definition itself are shown. This step 
has a double function. It will both give the information needed to people who might not know what 
the term meant, and function as a check for cheaters/filter out invalid responses. The figure below 
better explains the concept. 
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Figure 57 | Information given + cheater checker 

Once answered, the survey shows group Deepfake another ad. This time, chosen from the DF_TCC 
and DF_JAG ads. Disclosure timing is the only randomized variable. After that, the same questions 
used before for measuring consumers’ attitudes are asked. The same thing happens to group 
“Synthetic Media”, the only difference is the variable [Terminology], which in this case will be SM_. 
 
After answering this last question, the survey is considered completed and a thank you message is 
displayed.  

Data Analysis 
 
The R script is available in the appendix at the end of the document. Before starting to analyze the 
raw data on R, a preliminary clean-up and sorting of the dataset were done on Microsoft Excel57. The 
survey received 377 responses. The first thing checked was the “cheater filter” question. The 
observations that didn’t pass the test were deleted from the dataset. The next thing was setting up a 
threshold for a minimum time required to properly do the survey. I did the survey several times to 
have an average time of completion that was roughly 300 seconds if taking the Pre-Test, and 150 
seconds if only doing the Main Test. I then proceeded to delete all the observations that didn’t pass 
the cut. 
Still on Excel, columns for the different scenarios were renamed using the code explained before for 
identifying them.  
The updated dataset was then uploaded into RStudio. After some final data cleaning and 
adjustments on R and having divided the dataset into Pre-Test and Main-Test, a first demographic 
overview is conducted. 
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World map 
 
A World Map is plotted to have an overview of where the respondents come from.  
 

 
Figure 58 | Plotted map of respondents who participated in the study 

 

Pre-Test 
 
155 out of the total 300 participants involved in the study, participated in the pre-test. The main of 
the pre-test was to test whether the videos chosen were enough real to trick the human eye. 
 

Pre-test demographics 
 

 
Figure 59 | summary() result for pre test demographics 

 
PT_Demographics’ summary gives an overview of the composition of the pre-test sample 
composition. 
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Pre-test results 
 
Results from the Pre-Test show a high percentage of failing to spot the deepfake. 
 

 
Figure 60 | Pre-Test results 

 
For Brand Gillette, the deepfake video passed the human eye check and got marked as real 46.8% 
of the time and only 27.7% of the time was correctly spotted as fake, while 25.5% of the time 
respondents were not able to accurately say if it was real or not. The “not deepfake” Gillette ad got 
wrongly marked as fake 14.9% of the time. What performed incredibly well, though, was the L’Oréal 
deepfake, which managed to trick the human eye 81.2% of the time. This is much less than just 
flipping a coin. Only 9.4% of the time the video was correctly spotted as fake.  
The results are surprisingly positive, and the pre-test was successful. The videos are realistic enough 
for conducting the study. 

Main Test 
 

Demographics overview 
 

 
Figure 61 | summary() result for Main Test demographics 

 

The sample composition for the main test differs a lot but has some more prominent variables. The 
variable gender included – Female (61.3%), Male (35%), Prefer Not to Say (2%), Nonbinary / Third 
gender (1.7%). Most of the respondents’ ages range between 25-34 (56%) and 18-24 (39%). 
Education-wise the most numerous have a bachelor’s degree (39%), a Postgraduate Degree, or 
equivalent (36.7%). And finally, they are mostly Employed full time (44%) or are students (35.7%). 
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PCA (Principal Component Analysis) – Loading Plot 
 
A PCA is conducted to find the first two PCs that together explain the 64.8% of the variance. We can 
have a first overview of our results. We see how the first three columns “AD_BORING_1”, 
“AD_IRRITATING_1”, and “AD_DISTURBING_1” are similar in measuring a negative feeling towards 
the ad like we expected. On the contrary, we notice how all of the others are negatively correlated to 
the previous ones. At the same time, we notice “AD_HONEST_1”, “AD_TRUTHFUL_1”, 
“AD_CREDIBLE_1” are all correctly going in the same positive direction but slightly differently than 
“AD_GOOD_1”, “LIKE_1”, “AD_ENJOYABLE_1”, and “AD_LIKEABLE_1” which again, give us an 
insight that the survey is consistent. 
 

 
Figure 62 | PCA for exposition 1 
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Similarly, PCA analysis for exposition 2 confirms what emerged from the first PCA. The directions of 
the arrows are very close to the ones for exposition 1. 
 

 
Figure 63 | PCA for exposition 2 
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Cronbach’s alpha 
 
After the PCA is done, Cronbach’s alpha is checked for both expositions to see if the scale used is 
reliable and if some items need to be dropped. To do so, the first 3 items are inverted being negatively 
correlated to the rest.  
The results for exposition 1 are positive with an alpha of .9 and no further improvements if an item is 
dropped. Being .9 > .7 we accept the scale as reliable (Kline 2000). 
 

 
Figure 64 | Cronbach's alpha for exposition 1 

 
Similarly, exposition 2 confirms again what we found from analyzing exposition 1. Alpha .88 > .7, we 
accept the scale as reliable. 
 

 
Figure 65 | Cronbach's alpha for exposition 2 
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Model fitting 
 
Variables AD_TRUST_1 and AD_TRUST_2 are created to represent the total score of the scale 
used to measure the attitude towards the ad. Each score is calculated by averaging the items’ values 
for each observation and subsequently converting them into a 1 to 100 scale.  
The model we began with, translating the research question was: 
 

AD_TRUST = DISCLOSURE * TYPE 
 
To have a better overview and understanding, different combinations of models are used to find the 
best match. 
 

Exposition 1: 
 

Testing different types of ANOVA (exposition 1) 
 
The models analyzed are: 
 

One-way ANOVA: AD_TRUST_1 = DISCLOSURE_1 
 

Two-way ANOVA: AD_TRUST_1 = DISCLOSURE_1 * TYPE_1 
 

Two-way ANOVA + blocking variable: AD_TRUST_1 = DISCLOSURE_1 * TYPE_1 + BRAND_1 
 

Three-way ANOVA: AD_TRUST_1 = DISCLOSURE_1 * TYPE_1 * value 
 

Three-way ANOVA + blocking variable: AD_TRUST_1 = DISCLOSURE_1 * TYPE_1 * value + BRAND_1 
 

Four-way ANOVA: AD_TRUST_1 = DISCLOSURE_1 * TYPE_1 * value * BRAND_1 
 
 

 “value” = previous knowledge of deepfake/synthetic media 

 

The aictab() function is then used for comparing the different models and finding the best-fit model 

doing an Akaike Information Criterion (AIC) test. 

 

Figure 66 | AIC test, exposition 1 

 

The result lists the models in order of best fit. In this case, the two-way ANOVA + blocking variable 

is the best-fit one of the 6 tested. The lowest AICc is the best. In this case, the lowest AICc score is 

2449.02. The variable AICcWt shows the proportion of the total amount of predictive power 

provided by the full set of models analyzed. 96% of the total explanation can be found in the full set 

of models. (Bevans 2020). For these reasons, the model chosen is the 2W_BLOCK_ANOVA. The 

result of the chosen model is shown below: 
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Figure 67 | 2W_BLOCK_ANOVA, exposition 1 

From this result, we notice that BRAND_1 is the more responsible for changing the value of 

AD_TRUST_1 with a p-value < .001. The second most important variable is DISCLOSURE_1, with 

a p-value < .01. Given these results, we can reject the NULL hypothesis.  

 

Testing the model for homoscedasticity (exposition 1) 
 

Checking if the model fits homoscedasticity by looking at the diagnostic plots.

 
Figure 68 | Diagnostic plot model, exposition 1 

We want to put focus on the red centered lines representing the mean of the residuals. If, like in 

this case, they are horizontal and centered to zero (or one in the scale-location plot), it means we 

don’t have large outliers that will bias the model. The model fits the assumption of 

homoscedasticity. 
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Post-hoc test (exposition 1) 
 

To further investigate which groups, differ the most in the variables we run a Turkey’s Honestly 

Significant Difference (Turkey’s HSD) post-hoc test. 

 

Figure 69 | Turkey’s HSD test, exposition 1 

From this test, we compare the different scenarios one with another to see which differences are 

statistically significant. The only significant differences emerging from this test are between 

“During” (D_) and “Before” (B_) (p-value < .05), and between “During”(D_) and “None”(N_) (p-

value < .05) for DISCLOSURE_1.  

There are no significant differences between TYPE_1 itself nor between the interaction of TYPE_1 

with DISCLOSURE_1, suggesting there is no moderating effect. We then plot the result: 
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Figure 70 | the plotted result 

An interaction plot is then plotted to have a clearer overview of how the variables interact with each 

other: 

 

Figure 71 | Exposition_1 interaction plot 

From this plot, we can immediately notice how the total score (AD_TRUST_1) is firstly influenced 

by the type of ad (BRAND_1), which understandably plays a big role in the level of positive attitude 
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towards the ad. Many are the variables involved that affect how a person perceives it. In line with 

what was expected, no disclosure results in a higher score, but conversely to what was 

hypothesized, if the disclosure is placed before (B), the score seems to be higher compared to the 

other three disclosure timings. Lastly, the terminology used (TYPE_1) doesn’t seem to affect much 

the outcome, which seems to be unpredictable or in some way influenced by the type of brand, 

which seems to be illogical.  

 

Overview plot for exposition 1 
 

After validating the model, an overview plot is created to summarize the differences. 

 

 

Figure 72 | Exposition 1 overview 

From this plot, it’s possible to notice how the average mean for the “Before” scenario is always 

higher than the rest of them as well as the “None” scenario. From this graph, we can also notice 

the presence of some outliers in scenarios N_DF_GIL and D_SM_GIL.  

 

Exposition 2 
 

The first thing is to check how many participants were familiar with the term “Deepfake” and 

“Synthetic Media”. The possibility is that people were not familiar enough with the term synthetic 

media and could not react to it when displayed in the disclosure.  

To check this, we plot the summary of the results: 
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Figure 73 | Knowledge plot 

 
As expected, respondents were more familiar with the term “Deepfake” than “Synthetic Media”. In 
detail, 50.6% knew what deepfakes were, opposed to the 49.4% who didn’t. We can’t say the same 
for Synthetic Media where only 11% of the sample knew what they were opposed to a gigantic 89% 
who had no idea what they were. It could be plausible then, that the TYPE_1 interaction with 
DISCLOSURE_1 didn’t take place because of a lack of knowledge. 
Exposition 2 gets rid of this problem by making participants pass through a page of information about 
the technology as shown previously in an attempt to fix the knowledge asymmetry.  
We now proceed similarly to Exposition 1 for finding the best-fit model. 
 

Testing different types of ANOVA (exposition 2) 
 
The models analyzed are: 
 

One-way ANOVA: AD_TRUST_2 = DISCLOSURE_2 
 

Two-way ANOVA: AD_TRUST_2 = DISCLOSURE_2 * TYPE_2 
 

Two-way ANOVA + blocking variable: AD_TRUST_2 = DISCLOSURE_2 * TYPE_2 + BRAND_2 
 

Three-way ANOVA: AD_TRUST_2 = DISCLOSURE_2 * TYPE_2 * value 
 

Three-way ANOVA + blocking variable: AD_TRUST_2 = DISCLOSURE_2 * TYPE_2 * value + BRAND_2 
 

Four-way ANOVA: AD_TRUST_2 = DISCLOSURE_2 * TYPE_2 * value * BRAND_2 
 
 

 “value” = previous knowledge of deepfake/synthetic media 

 
Best-fit model comparison through Akaike Information Criterion (AIC) test. 
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Figure 74 | AIC test, exposition 2 

Exactly like for exposition 1, the two-way ANOVA + blocking variable is the best-fit one of the 6 

tested. AICc score = 2443.20, slightly better than before. AICcWt = 0.58, much less than before. 

The result of the chosen model is shown below: 

 

Figure 75 | 2W_BLOCK_ANOVA, exposition 2 

BRAND_2 still is the strongest variable with a p-value < .01. The second most important variable is 

again DISCLOSURE_2, with a p-value < .05. 

 

Testing the model for homoscedasticity (exposition 2) 

Checking if the model fits homoscedasticity by looking at the diagnostic plots. 

 

Figure 76 | Diagnostic plot model exposition 1 

We don’t notice any big bias in the diagnostic plot. The model fits the assumption of 

homoscedasticity. 
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Post-hoc test (exposition 2) 
 

Likewise, we proceed to run Turkey’s Honestly Significant Difference (Turkey’s HSD) post-hoc test. 

 

Figure 77 | Turkey’s HSD test for exposition 2 

The only significant difference emerging from this test is between “After” and “Before” for 

DISCLOSURE_2, p < .05. Just outside the significance is the difference between “During and 

“Before” where .05 < p-value < .06.  

No significant differences between TYPE_2 nor the interaction between TYPE_2 and 

DISCLOSURE_2, suggesting there is no moderating effect again. We then plot the result: 

 

Figure 78 | the plotted result 
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What could be useful this time, is a plot of every single scenario divided by the brand to try and see 

if we can try and find some more insights. 

 

From this plot, we notice that the difference between “Before” and “After” is significant for the 

Jaguar ad, while for TrueCaller there is a significant difference between “Before” and “During”. 

From this graph, and considering exposition 1 results, we can hypothesize disclosure only plays a 

difference if placed before, while it doesn’t make a big difference if placed during, or after the ad. 

We plot the interaction plot to have a clearer overview: 

 

 

Figure 79 | Exposition_2 interaction plot 
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As we hypothesized, the “Before” scenario seems to have better overall results while “During” and 

“After” stay closer to each other’s values, in this case crossing each other. The variable TYPE_2 

still doesn’t affect logically the outcome.  

 

Overview plot for exposition 2 
 

After validating the model, an overview plot for exposition 2 is created to summarize the 

differences. 

 

 

Figure 80 | Exposition 2 overview 

As a final confirmation, “Before” performs better than all the other types of Disclosure placements. 

We can notice some outliers in B_SM_JAG and A_SM_TCC, but as we’ve seen before, they 

should not be responsible for too much bias for the model. 
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Managerial Implications 
 

Deepfakes are an emerging technology that can drastically reduce marketing costs in many areas 

as described in the first chapter. From modeling to influencers, to advertising. AI-generated media 

can offer a new universe of solutions to marketers and managers in terms of creativity, 

accessibility, and brand building. Additionally, deepfakes and AI-generated media are creating new 

business opportunities. More and more start-ups are starting to emerge offering AI-generated 

content solutions to other brands and collaborating with marketing offices. 

If not understood deeply in time, though, the risk is to invest money and resources into something 

that might backfire or that it’s simply not clear how it works on consumers. On the other hand, the 

risk to stay behind and miss the train of the “competitive advantage” that its use could provide. 

Deepfakes still lie in a grey area that might soon be more defined. Disclosure regulations might 

come in the near future. Managers and marketers need to understand and study the best solution 

to avoid negative outcomes, maintain the proactive approach, and avoid being caught unprepared. 

 

Future Research 
 
This study showed different flaws for a lack of material. The analysis showed, as predictable, the 
type of ad showed was the most influential variable of the whole study. This study has been done 
using material found on the internet or the ones kindly shared by Chris Ume. The idea of creating an 
ad-hoc deepfake ad was out of the discussion for obvious hardware limitations’, even though some 
attempts on Google Colab’s58 DeepFaceLab59 project have been done. Unfortunately, other reasons 
linked to the time needed and Google Colab’s time usage limits made this impossible. It would be 
interesting for future researchers to properly create a series of diversified ad-hoc ads to further 
investigate this topic precisely. Another problem that emerged during the data analysis phase was 
the small sample size. Unfortunately, the scenarios were too numerous, and too many respondents 
didn’t pass the threshold for being considered in the study. Still, many outliers were observed. It 
would be interesting to improve this variable. Finally, a neuromarketing analysis with the aid of an 
ECG and Eye-tracking could further help in understanding the reasons and brain processes behind 
the exposition of a deepfake to a human. 
 

Conclusions 
 
This thesis covers an area of the unexplored field of deepfakes in advertising by studying the shifts 
in ads’ attitudes derived by a disclosure message warning viewers of the use of deepfakes. Taking 
the overview analysis from chapter one and the harm such technology could cause; the use of it 
would likely be soon regulated. The technology is still in its infancy, but many countries are already 
moving towards regulation and many platforms are banning them if not respecting certain 
parameters or what we could define as “fair use”. This study wants to provide a preliminary insight 
for managers and marketers on how to approach such a scenario by providing an analysis of the 
response consumers could have for different types of disclosure placements and terminology used. 
The results demonstrated that a disclosure message does affect the overall attitude towards the ad, 
but it also showed, contrarily to what was hypothesized, that placing it before the ad impacts in a 
much smaller magnitude compared to placing it during, or after it. Lastly, the difference in the 
terminology used doesn’t seem to play a significant role.  
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Appendix 
 
library(readr) 
library(tidyverse) 
library(devtools) 
library(tidyverse) 
library(hrbrthemes) 
library(viridis) 
library(xlsx) 
library(psych) 
library(car) 
library(AICcmodavg) 
library(rgeolocate) 
library(scales) 
library(dplyr) 
library(ggplot2) 
require(ggbiplot) 
library(rworldmap) 
 
#creating dataframe from .csv 
 
Full_Dataset<-
read_delim("~/Tesimagistrale/Research/Dataset/Updated_Data_Gathering_Final_February+7,+20
22_11.56.csv",  
                           ";", escape_double = FALSE, trim_ws = TRUE) 
 
 
# plot data on world map 
 
worldmap <- getMap(resolution = "coarse") 
plot(worldmap, xlim = c(-150, 150), ylim = c(-80, 100),  
     asp = 1, border = "darkgray", bg = "aliceblue", col = "black", fill = T) 
 
# add points 
 
points(Full_Dataset$LONGITUDE, Full_Dataset$LATITUDE,  
       col = "red", cex = 1, pch = 20) 
title(main = "Respondents Map Overview") 
 
#Substituting likert scale to numerical values for the first exposition 
 
Full_Dataset$AD_BORING_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_BORING_1, 
                                                       from = c("Strongly disagree", 
                                                                "Disagree", 
                                                                "Somewhat disagree", 
                                                                "Neither agree nor disagree", 
                                                                "Somewhat agree", 
                                                                "Agree", 
                                                                "Strongly agree"), 
                                                       to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_IRRITATING_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_IRRITATING_1, 
                                                           from = c("Strongly disagree", 
                                                                    "Disagree", 
                                                                    "Somewhat disagree", 
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                                                                    "Neither agree nor disagree", 
                                                                    "Somewhat agree", 
                                                                    "Agree", 
                                                                    "Strongly agree"), 
                                                           to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_DISTURBING_1 <- 
as.integer(plyr::mapvalues(Full_Dataset$AD_DISTURBING_1, 
                                                           from = c("Strongly disagree", 
                                                                    "Disagree", 
                                                                    "Somewhat disagree", 
                                                                    "Neither agree nor disagree", 
                                                                    "Somewhat agree", 
                                                                    "Agree", 
                                                                    "Strongly agree"), 
                                                           to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_CREDIBLE_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_CREDIBLE_1, 
                                                         from = c("Strongly disagree", 
                                                                  "Disagree", 
                                                                  "Somewhat disagree", 
                                                                  "Neither agree nor disagree", 
                                                                  "Somewhat agree", 
                                                                  "Agree", 
                                                                  "Strongly agree"), 
                                                         to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_GOOD_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_GOOD_1, 
                                                     from = c("Strongly disagree", 
                                                              "Disagree", 
                                                              "Somewhat disagree", 
                                                              "Neither agree nor disagree", 
                                                              "Somewhat agree", 
                                                              "Agree", 
                                                              "Strongly agree"), 
                                                     to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_HONEST_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_HONEST_1, 
                                                       from = c("Strongly disagree", 
                                                                "Disagree", 
                                                                "Somewhat disagree", 
                                                                "Neither agree nor disagree", 
                                                                "Somewhat agree", 
                                                                "Agree", 
                                                                "Strongly agree"), 
                                                       to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_TRUTHFUL_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_TRUTHFUL_1, 
                                                         from = c("Strongly disagree", 
                                                                  "Disagree", 
                                                                  "Somewhat disagree", 
                                                                  "Neither agree nor disagree", 
                                                                  "Somewhat agree", 
                                                                  "Agree", 
                                                                  "Strongly agree"), 
                                                         to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_LIKEABLE_1 <- as.integer(plyr::mapvalues(Full_Dataset$AD_LIKEABLE_1, 
                                                         from = c("Strongly disagree", 
                                                                  "Disagree", 
                                                                  "Somewhat disagree", 
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                                                                  "Neither agree nor disagree", 
                                                                  "Somewhat agree", 
                                                                  "Agree", 
                                                                  "Strongly agree"), 
                                                         to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_ENJOYABLE_1 <- 
as.integer(plyr::mapvalues(Full_Dataset$AD_ENJOYABLE_1, from = c("Strongly disagree", 
"Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat agree", "Agree", 
"Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$LIKE_1 <- as.integer(plyr::mapvalues(Full_Dataset$LIKE_1, from = c("Dislike a great 
deal", "Dislike a moderate amount", "Dislike a little", "Neither like nor dislike", "Like a little", "Like a 
moderate amount", "Like a great deal"), to = c(1,2,3,4,5,6,7))) 
 
#Doing the same for the second exposition 
 
Full_Dataset$AD_BORING_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_BORING_2, from = 
c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat 
agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_IRRITATING_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_IRRITATING_2, 
from = c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", 
"Somewhat agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_DISTURBING_2 <- 
as.integer(plyr::mapvalues(Full_Dataset$AD_DISTURBING_2, from = c("Strongly disagree", 
"Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat agree", "Agree", 
"Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_CREDIBLE_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_CREDIBLE_2, 
from = c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", 
"Somewhat agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_GOOD_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_GOOD_2, from = 
c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat 
agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_HONEST_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_HONEST_2, from = 
c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat 
agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_TRUTHFUL_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_TRUTHFUL_2, 
from = c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", 
"Somewhat agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_LIKEABLE_2 <- as.integer(plyr::mapvalues(Full_Dataset$AD_LIKEABLE_2, from 
= c("Strongly disagree", "Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat 
agree", "Agree", "Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$AD_ENJOYABLE_2 <- 
as.integer(plyr::mapvalues(Full_Dataset$AD_ENJOYABLE_2, from = c("Strongly disagree", 
"Disagree", "Somewhat disagree", "Neither agree nor disagree", "Somewhat agree", "Agree", 
"Strongly agree"), to = c(1,2,3,4,5,6,7))) 
Full_Dataset$LIKE_2 <- as.integer(plyr::mapvalues(Full_Dataset$LIKE_2, from = c("Dislike a great 
deal", "Dislike a moderate amount", "Dislike a little", "Neither like nor dislike", "Like a little", "Like a 
moderate amount", "Like a great deal"), to = c(1,2,3,4,5,6,7))) 
 
#Deleting extra columns 
 
Full_Dataset[67:81] <- list(NULL) 
 
#Creating Education Levels abbreviations 
 
Full_Dataset <- Full_Dataset %>% 
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  mutate(EDUCATION = if_else(EDUCATION == "2nd Level Master", "2ndL Master", EDUCATION)) 
%>% 
  mutate(EDUCATION = if_else(EDUCATION == "High school graduate", "HighSchool", 
EDUCATION)) %>% 
  mutate(EDUCATION = if_else(EDUCATION == "Bachelor Degree", "Bachelor", EDUCATION)) 
%>% 
  mutate(EDUCATION = if_else(EDUCATION == "Less than high school", "No HighSchool", 
EDUCATION)) %>% 
  mutate(EDUCATION = if_else(EDUCATION == "Postgraduate/Master/5 year Degree", 
"Postgraduate", EDUCATION)) 
 
#creating subset for every different scenario 
 
###Creating PRE_TEST subset from FULL_DATASET 
 
PRE_TEST <- Full_Dataset 
PRE_TEST[1:3] <- list(NULL) 
PRE_TEST[2] <- NULL 
PRE_TEST <- pivot_longer(PRE_TEST, cols = 2:5, names_to = c("nothign", "noge", "N_DF", 
"BRAND"), names_sep = "_", values_drop_na = TRUE) 
PRE_TEST[3:52] <- list(NULL) 
PRE_TEST[6:10] <- NULL 
PRE_TEST[8] <- NULL 
 
#Creating Main_Test subset from FULL_DATASET 
 
MAIN_TEST <- Full_Dataset 
MAIN_TEST[1:3] <- NULL 
MAIN_TEST[2:7] <- NULL 
MAIN_TEST <- pivot_longer(MAIN_TEST, 
                          cols = B_DF_LOR:N_DF_GILL, 
                          names_to = c("DISCLOSURE_1", "TYPE_1", "BRAND_1"), 
                          names_sep = "_", 
                          values_drop_na = TRUE) 
MAIN_TEST[13] <- NULL 
MAIN_TEST[14] <- NULL 
MAIN_TEST[45] <- NULL 
MAIN_TEST <- pivot_longer(MAIN_TEST, 
                          cols = B_DF_JAG:A_SM_TCC, 
                          names_to = c("DISCLOSURE_2", "TYPE_2", "BRAND_2"), 
                          names_sep = "_", 
                          values_drop_na = TRUE) 
MAIN_TEST[36] <- NULL 
MAIN_TEST[27:29] <- NULL 
 
#fixing the mispelled "GILL" in BRAND + convert everything in factor 
 
MAIN_TEST <- MAIN_TEST %>% 
  mutate(BRAND_1 = if_else(BRAND_1 == "GILL", "GIL", BRAND_1)) %>% 
  mutate_if(is.character, factor) 
 
PRE_TEST <- PRE_TEST %>% 
  mutate(BRAND = if_else(BRAND == "GILL", "GIL", BRAND)) %>% 
  mutate_if(is.character, factor) 
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#creating one column for KNOWLEDGE 
 
MAIN_TEST <- pivot_longer(MAIN_TEST, cols = DF_KNOWLEDGE:SM_KNOWLEDGE, names_to 
= "Knowledge", values_drop_na = TRUE) 
 
#PRE_TEST ANALYSIS 
 
#demographics main test 
 
PT_Demographics <- PRE_TEST[3:5] 
PT_Demographics$Gender <- PRE_TEST$Gender 
summary(PT_Demographics) 
 
#gender 
 
Gender_pre <- PRE_TEST %>%  
  group_by(Gender) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Gender_pre, aes(x = "", y = perc, fill = Gender)) + 
  geom_col() + 
  geom_text(aes(x=1.6, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Gender"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.8, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#Education 
 
Education_pre <- PRE_TEST %>%  
  group_by(EDUCATION) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Education_pre, aes(x = "", y = perc, fill = EDUCATION)) + 
  geom_col() + 
  geom_text(aes(x=1.55, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Education"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.85, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#Age 
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Age_pre <- PRE_TEST %>%  
  group_by(AGE) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Age_pre, aes(x = "", y = perc, fill = AGE)) + 
  geom_col() + 
  geom_text(aes(x=1.55, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Age"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.85, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#Employment 
 
Employment_pre <- PRE_TEST %>%  
  group_by(EMPLOYMENT) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Employment_pre, aes(x = "", y = perc, fill = EMPLOYMENT)) + 
  geom_col() + 
  geom_text(aes(x=1.55, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Employment"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.85, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#mutate variables into factor 
 
PRE_TEST <- PRE_TEST %>% 
  mutate(across(everything(), factor)) 
 
#preparing labels for plotting 
 
likert_breaks <- c("Strongly Disagree", "Somewhat Disagree", "Slightly Disagree", "Neutral", "Slightly 
Agree", "Somewhat Agree", "Strongly Agree") 
 
score_breaks <- c("10","20","30","40","50","60","70","80","90","100") 
 
labeller_spot <- c( 
  GIL = "Gillette", 
  LOR = "L'Oréal", 
  JAG = "Jaguar", 
  TCC = "TrueCaller" 
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) 
 
labeller_pre_test_cond <- c( 
  DF = "DeepFake", 
  N = "Not DeepFake" 
) 
 
#PLOTTING RESULTS 
 
PRE_TEST %>% 
  ggplot(aes(x = N_DF, y = 100, fill = REAL_or_FAKE)) + 
  geom_bar(position = "fill", stat = "identity")+ 
  facet_grid(~BRAND, labeller = labeller( 
    BRAND = labeller_spot 
  ), 
  switch = "y")+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.8, drop = F)+ 
  ggtitle("Deepfake recognition by Type of Ad")+ 
  xlab("")+ 
  ylab("Percentage")+ 
  labs(fill = "REAL OR FAKE?")+ 
  theme_bw()+ 
  theme(axis.text = element_text(size = 10))+ 
  scale_x_discrete(labels = labeller_pre_test_cond) 
 
SUMMARY_PRE_TEST <- data.frame(PRE_TEST$REAL_or_FAKE) 
SUMMARY_PRE_TEST$N_DF <- PRE_TEST$N_DF 
SUMMARY_PRE_TEST$BRAND <- PRE_TEST$BRAND 
table(SUMMARY_PRE_TEST) 
 
#________________________PRE_TEST ANALYSED________________________________ 
 
 
#________________BEGINNING OF MAIN_TEST_____________________________ 
 
#demographics main test 
 
MT_Demographics <- MAIN_TEST[22:24] 
MT_Demographics$Gender <- MAIN_TEST$Gender 
summary(MT_Demographics) 
 
#gender 
 
Gender_main <- MAIN_TEST %>%  
  group_by(Gender) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Gender_main, aes(x = "", y = perc, fill = Gender)) + 
  geom_col() + 
  geom_text(aes(x=1.6, label = labels), 
            position = position_stack(vjust = 0.5))+ 
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  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Gender"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.8, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#Education 
 
 
Education_main <- MAIN_TEST %>%  
  group_by(EDUCATION) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Education_main, aes(x = "", y = perc, fill = EDUCATION)) + 
  geom_col() + 
  geom_text(aes(x=1.55, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Education"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.85, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#Age 
 
Age_main <- MAIN_TEST %>%  
  group_by(AGE) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
  mutate(labels = scales::percent(perc)) 
 
ggplot(Age_main, aes(x = "", y = perc, fill = AGE)) + 
  geom_col() + 
  geom_text(aes(x=1.55, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Age"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.85, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
#Employment 
 
Employment_main <- MAIN_TEST %>%  
  group_by(EMPLOYMENT) %>% # Variable to be transformed 
  dplyr::count() %>%  
  ungroup() %>%  
  mutate(perc = `n` / sum(`n`)) %>%  
  arrange(perc) %>% 
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  mutate(labels = scales::percent(perc)) 
 
ggplot(Employment_main, aes(x = "", y = perc, fill = EMPLOYMENT)) + 
  geom_col() + 
  geom_text(aes(x=1.55, label = labels), 
            position = position_stack(vjust = 0.5))+ 
  coord_polar(theta = "y")+ 
  guides(fill = guide_legend(title = "Employment"))+ 
  scale_fill_viridis_d(option = "A", begin = 0, end = 0.85, drop = F)+ 
  theme_bw()+ 
  theme_void() 
 
 
#creating data.frame of likert to be analyzed for pca and cronbach's alpha 
 
reliability_1 <- MAIN_TEST[2:11] 
reliability_2 <- MAIN_TEST[12:21] 
 
#pca test for 1 and 2 
 
pca_1 <- princomp(reliability_1, cor = T) 
part_pca_1 <- pca_1$sdev^2/sum(pca_1$sdev^2)*100 
print(part_pca_1) 
print(cumsum(part_pca_1)) 
 
ggbiplot(pca_1) 
 
pca_2 <- princomp(reliability_2, cor = T) 
part_pca_2 <- pca_2$sdev^2/sum(pca_2$sdev^2)*100 
print(part_pca_2) 
print(cumsum(part_pca_2)) 
 
ggbiplot(pca_2) 
 
 
#checking scales with cronbach's alpha, I use check.keys = true as the first three items are negatively 
correlated with the total scale. 
 
#reverse.coding negative related items 
 
#recode inverted 
 
#Checking Cronbach's alpha 
 
reliability_1$AD_BORING_1 <- as.list(reliability_1$AD_BORING_1) 
reliability_1$AD_BORING_1 <- as.integer(recode(reliability_1$AD_BORING_1, '1=7; 2=6; 3=5; 4=4; 
5=3; 6=2; 7=1')) 
 
reliability_1$AD_IRRITATING_1 <- as.list(reliability_1$AD_IRRITATING_1) 
reliability_1$AD_IRRITATING_1 <- as.integer(recode(reliability_1$AD_IRRITATING_1, '1=7; 2=6; 
3=5; 4=4; 5=3; 6=2; 7=1')) 
 
reliability_1$AD_DISTURBING_1 <- as.list(reliability_1$AD_DISTURBING_1) 
reliability_1$AD_DISTURBING_1 <- as.integer(recode(reliability_1$AD_DISTURBING_1, '1=7; 
2=6; 3=5; 4=4; 5=3; 6=2; 7=1')) 
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psych::alpha(reliability_1) 
 
reliability_2$AD_BORING_2 <- as.list(reliability_2$AD_BORING_2) 
reliability_2$AD_BORING_2 <- as.integer(recode(reliability_2$AD_BORING_2, '1=7; 2=6; 3=5; 4=4; 
5=3; 6=2; 7=1')) 
 
 
reliability_2$AD_IRRITATING_2 <- as.list(reliability_2$AD_IRRITATING_2) 
reliability_2$AD_IRRITATING_2 <- as.integer(recode(reliability_2$AD_IRRITATING_2, '1=7; 2=6; 
3=5; 4=4; 5=3; 6=2; 7=1')) 
 
reliability_2$AD_DISTURBING_2 <- as.list(reliability_2$AD_DISTURBING_2) 
reliability_2$AD_DISTURBING_2 <- as.integer(recode(reliability_2$AD_DISTURBING_2, '1=7; 
2=6; 3=5; 4=4; 5=3; 6=2; 7=1')) 
 
 
psych::alpha(reliability_2, check.keys = TRUE) 
 
#test passed = Cronbach alpha = 0.9 > 0.7 for exposition 1 and 0.88 > 0.7 for exposition 2. 
 
#Creating labels 
 
Disclosure_types <- c("AFTER", "BEFORE", "DURING", "NONE") 
 
Labeller_terminology <- c( 
  DF = "DeepFake", 
  SM = "Synthetic Media" 
) 
 
#creating means for overview of attitude 
 
MAIN_TEST$ADTRUST_1 <- apply(reliability_1, 1,mean) 
MAIN_TEST$ADTRUST_2 <- apply(reliability_2, 1,mean) 
 
#transforming ADTRUST likert scale mean into a 100 score 
 
MAIN_TEST$ADTRUST_1 <- MAIN_TEST$ADTRUST_1*100/7 
MAIN_TEST$ADTRUST_2 <- MAIN_TEST$ADTRUST_2*100/7 
 
 
#Analyzing the model 
 
#ANOVA Analysis for exposition 1 
 
one_way_ANOVA_1 <- aov(ADTRUST_1 ~ DISCLOSURE_1, 
                       data = MAIN_TEST) 
summary(one_way_ANOVA_1) 
 
two_way_ANOVA_1 <- aov(ADTRUST_1 ~ DISCLOSURE_1*TYPE_1, 
                       data = MAIN_TEST) 
summary(two_way_ANOVA_1) 
 
blocking_ANOVA_1 <- aov(ADTRUST_1 ~ DISCLOSURE_1*TYPE_1 + BRAND_1, 
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                        data = MAIN_TEST) 
summary(blocking_ANOVA_1) 
 
value_ANOVA_1 <- aov(ADTRUST_1 ~ DISCLOSURE_1*TYPE_1*value, 
                     data = MAIN_TEST) 
summary(value_ANOVA_1) 
 
value_blocking_ANOVA_1 <- aov(ADTRUST_1 ~ DISCLOSURE_1*TYPE_1*value + BRAND_1, 
                              data = MAIN_TEST) 
summary(value_blocking_ANOVA_1) 
 
value_brand_ANOVA_1 <- aov(ADTRUST_1 ~ DISCLOSURE_1*TYPE_1*value*BRAND_1, 
                           data = MAIN_TEST) 
summary(value_brand_ANOVA_1) 
 
#finding the best-fit model for exposition 1 
 
model.set_1 <- list(one_way_ANOVA_1, two_way_ANOVA_1, blocking_ANOVA_1, 
value_ANOVA_1, value_blocking_ANOVA_1, value_brand_ANOVA_1) 
model.names_1 <- c("1W_ANOVA", "2W_ANOVA", "2W_BLOCK_ANOVA", "3W_ANOVA", 
"3W_BLOCK_ANOVA", "4W_ANOVA") 
 
aictab(model.set_1, modnames = model.names_1) 
 
#testing the model for homoscedasticity in exposition 1 
 
par(mfrow=c(2,2)) 
plot(blocking_ANOVA_1) 
par(mfrow=c(1,1)) 
 
#post-hoc test for exposition 1 
 
tukey.blockinganova_1 <-TukeyHSD(blocking_ANOVA_1) 
 
tukey.blockinganova_1 
 
#Find the groupwise differences for exposition 1 
 
tukey.plot.aov<-aov(ADTRUST_1 ~ DISCLOSURE_1*BRAND_1, data= MAIN_TEST) 
tukey.plot.test<-TukeyHSD(tukey.plot.aov) 
plot(tukey.plot.test, las = 1) 
par(mar=c(5,6,4,1)+.15) 
 
#plotting first exposition interaction between DISCLOSURE_1, TYPE_1 by BRAND_1 
 
MAIN_TEST %>% 
  ggplot(aes(x = TYPE_1, group = DISCLOSURE_1, color = DISCLOSURE_1, y = ADTRUST_1))+ 
  stat_summary(fun = mean, geom = "point", lwd = 2)+ 
  stat_summary(fun = mean, geom = "line", lwd = 1.1)+ 
  facet_grid(~BRAND_1, labeller = labeller( 
    BRAND_1 = labeller_spot, switch = "y"))+ 
  xlab("")+ 
  ylab("Score")+ 
  labs(fill = "Disclosure Timing")+ 
  ggtitle("Interaction between variables")+ 
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  scale_x_discrete(labels = Labeller_terminology)+ 
  scale_fill_discrete(name = "Disclosure Timing", labels = c("After", "Before", "During", "None")) 
 
#plotting overview_1  
 
MAIN_TEST %>%  
  ggplot(aes(x = DISCLOSURE_1, y = ADTRUST_1, fill = DISCLOSURE_1)) + 
  geom_boxplot(stat = "boxplot", position = "dodge") + 
  stat_summary(fun = mean, geom = "point", shape = 20, size = 5, color = "white", fill = "red")+ 
  geom_jitter(color = "black", size = 1, alpha = 0.9, width = 0.1, height = 0.1)+ 
  theme_ipsum()+ 
  theme( 
    legend.position = "none", 
    plot.title = element_text(size = 11) 
  )+ 
  ggtitle("AD attitude")+ 
  xlab("")+ 
  ylab("Score")+ 
  labs(fill = "Disclore Timing")+ 
  scale_x_discrete(labels = Disclosure_types)+ 
  scale_y_continuous("Score", labels = score_breaks, breaks = seq(1, 100, by = 10))+ 
  facet_grid(BRAND_1 ~ TYPE_1, labeller = labeller(TYPE_1 = Labeller_terminology, BRAND_1 = 
labeller_spot)) + 
  scale_fill_viridis_d(option = "B", begin = 0.3, end = 1, labels = Disclosure_types, drop = F) + 
  theme_bw() 
 
#Plot knowledge for DF and SM 
 
MAIN_TEST %>% 
  group_by(Knowledge, value) %>% 
  dplyr::summarise(count = n()) 
 
Knowledge_labels <- c("Deepfake", "Synthetic Media") 
 
MAIN_TEST %>% 
  ggplot(aes(Knowledge, y= 100, fill = value))+ 
  ggtitle("Terminology Knowledge")+ 
  geom_bar(position = "fill", stat = "identity")+ 
  xlab("")+ 
  ylab("Percentage")+ 
  labs(fill = "Do you know what Deepfake/Synthetic Media are?")+ 
  scale_x_discrete(labels = Knowledge_labels) 
 
#ANOVA Analysis for exposition 2 interaction 
 
one_way_ANOVA_2 <- aov(ADTRUST_2 ~ DISCLOSURE_2, 
                       data = MAIN_TEST) 
summary(one_way_ANOVA_2) 
 
two_way_ANOVA_2 <- aov(ADTRUST_2 ~ DISCLOSURE_2*TYPE_2, 
                       data = MAIN_TEST) 
summary(two_way_ANOVA_2) 
 
blocking_ANOVA_2 <- aov(ADTRUST_2 ~ DISCLOSURE_2*TYPE_2 + BRAND_2, 
                        data = MAIN_TEST) 
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summary(blocking_ANOVA_2) 
 
value_ANOVA_2 <- aov(ADTRUST_2 ~ DISCLOSURE_2*TYPE_2*value, 
                     data = MAIN_TEST) 
summary(value_ANOVA_2) 
 
value_blocking_ANOVA_2 <- aov(ADTRUST_2 ~ DISCLOSURE_2*TYPE_2*value + BRAND_2, 
                              data = MAIN_TEST) 
summary(value_blocking_ANOVA_2) 
 
value_brand_ANOVA_2 <- aov(ADTRUST_2 ~ DISCLOSURE_2*TYPE_2*value*BRAND_2, 
                           data = MAIN_TEST) 
summary(value_brand_ANOVA_2) 
 
#finding the best-fit model for exposition 2 
 
model.set_2 <- list(one_way_ANOVA_2, two_way_ANOVA_2, blocking_ANOVA_2, 
value_ANOVA_2, value_blocking_ANOVA_2, value_brand_ANOVA_2) 
model.names_2 <- c("1W_ANOVA", "2W_ANOVA", "2W_BLOCK_ANOVA", "3W_ANOVA", 
"3W_BLOCK_ANOVA", "4W_ANOVA") 
 
aictab(model.set_2, modnames = model.names_2) 
 
#testing the models for homoscedasticity for exposition 2 
 
par(mfrow=c(2,2)) 
plot(blocking_ANOVA_2) 
par(mfrow=c(1,1)) 
 
#post-hoc test for exposition 2 
 
tukey.blockinganova_2 <-TukeyHSD(blocking_ANOVA_2) 
 
tukey.blockinganova_2 
 
#Find the groupwise differences for exposition 2 
 
par(mar=c(5,9,6,1)+.2) 
tukey.plot.aov_2 <-aov(ADTRUST_2 ~ DISCLOSURE_2*BRAND_2, data= MAIN_TEST) 
tukey.plot.test_2 <-TukeyHSD(tukey.plot.aov_2) 
plot(tukey.plot.test_2 , las = 1) 
 
#plotting second exposition interaction between DISCLOSURE_2 and TYPE_2 
 
MAIN_TEST %>% 
  ggplot(aes(x = TYPE_2, group = DISCLOSURE_2, color = DISCLOSURE_2, y = ADTRUST_2))+ 
  stat_summary(fun = mean, geom = "point", lwd = 2)+ 
  stat_summary(fun = mean, geom = "line", lwd = 1.1)+ 
  facet_grid(~BRAND_2, labeller = labeller( 
    BRAND_2 = labeller_spot, switch = "y"))+ 
  xlab("")+ 
  ylab("Score")+ 
  labs(fill = "Disclosure Timing")+ 
  ggtitle("Interaction between variables")+ 
  scale_x_discrete(labels = Labeller_terminology)+ 



 

83 
 

  scale_fill_discrete(name = "Disclosure Timing", labels = c("After", "Before", "During", "None")) 
 
#plotting overview 2 
 
MAIN_TEST %>%  
  ggplot(aes(x = DISCLOSURE_2, y = ADTRUST_2, fill = DISCLOSURE_2)) + 
  geom_boxplot(stat = "boxplot", position = "dodge") + 
  stat_summary(fun = mean, geom = "point", shape = 20, size = 5, color = "white", fill = "red")+ 
  geom_jitter(color = "black", size = 1, alpha = 0.9, width = 0.1, height = 0.1)+ 
  theme_ipsum()+ 
  theme( 
    legend.position = "none", 
    plot.title = element_text(size = 11) 
  )+ 
  ggtitle("AD attitude")+ 
  xlab("")+ 
  ylab("Score")+ 
  labs(fill = "Disclore Timing")+ 
  scale_x_discrete(labels = Disclosure_types)+ 
  scale_y_continuous("Score", labels = score_breaks, breaks = seq(1, 100, by = 10))+ 
  facet_grid(BRAND_2 ~ TYPE_2, labeller = labeller(TYPE_2 = Labeller_terminology, BRAND_2 = 
labeller_spot)) + 
  scale_fill_viridis_d(option = "B", begin = 0.3, end = 1, labels = Disclosure_types, drop = F) + 
  theme_bw() 
 
write.xlsx(MAIN_TEST, file = "MAINTEST_2.xlsx") 
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Summary 
 

In 2017, on Reddit, an unidentified user under the name of "deepfakes" uploaded some 

pornographic videos claiming they belonged to famous actresses such as Gal Gadot, Scarlett 

Johansson, Taylor Swift, Maisie Williams. The videos got labeled as fake but they were using a 

surprisingly accurate technology of face-swapping based on deep learning. Deepfakes started 

appearing in other Reddit r/deepfakes forums and got quickly noticed by news media like Vice that 

reported them (Cole 2017) (Cole 2018). The technology used open-source tools available from big 

tech companies like Nvidia and Google that made everything accessible, free of charge, and 

available at any time with little effort and knowledge. From that moment, deepfakes became 

available to anyone (Gardiner 2020). Reddit soon took out the videos, banned the user, and 

deleted r/deepfakes subreddit but it was too late to stop their spread. 

The technology is evolving at a huge pace and it progressively requires less data and processing 

time to create one. In 2018 the app FakeApp required some consistent amount of input data and 

time to create one. In 2019, Zao, the Chinese app, only requires users to take a series of selfies 

with specific facial expressions and places whoever’s face into a famous movie scene for free and 

in less than a minute (Kietzmann et al. 2020). Just a year later in 2020, a new application called 

Reface by Neocortext inc. allowed users to do the same as these two previously mentioned apps, 

but only with one selfie and in roughly 30 seconds. 

Despite the fictional content like the ones that the mentioned apps offer, the technology could be 

used to cause more dangerous consequences. With the aid of proper adjustment, it's easy to trick 

the public into believing a fake video is real. Jordan Peele, in 2018, made Obama say that Donald 

Trump was "a total and complete dipshit". The result was hyper-realistic and frightening (Mack 

2018). Videos might be fake, but the threat is so real DARPA (Defense Advanced Research 

Projects Agency) started two new projects devoted to developing Deepfake detection systems: 

Media Forensics (MediFor) in 2019, and Semantic Forensics (SemaFor) in 2020 (Sayler and Harris 

2019). 

In 2020, an Indian politician Manoj Tiwari, Bharatiya Janata Party (BJP) leader, collaborated with a 

communication agency that used a deepfake to make the politician speak in 3 different languages, 

Hindi, English, and Haryanvi (an Indian dialect spoken by most of his electors). This was the first 

time a deepfake has been used for an official campaign (Christopher 2020). The most recent 

example comes from just a couple of days ago. Korean politician Yoon Suk-yeol's team developed 

a platform where Yoon’s deepfake answers questions to their potential electors (Moon Jae-in 

2022). 

From 2019, thesnetinel.ai reports, deepfakes have been having a year-over-year growth of ~6820x 

reaching more than 100M+ of total deepfakes online in 2020 (Johannes Tammekänd, John 

Thomas, and Kristjan Peterson 2020). Big tech companies like Snapchat, Apple, and ByteDance 

have integrated the function into their platforms (Dave Gershgorn 2020). New companies are 

entering the market offering deepfake solutions to create new business opportunities. Deepfakes 

entered the mainstream (Heaven 2020). 

Different types of deepfakes 

Facial Re-enactment 

Face2Face 

Facial re-enactment is the alteration of a target subject’s facial expression in a video based on a 

source subject input. Face2face’s approach was the first one to only require monocular RGB input 

in real-time. The algorithm employs a dense photometric consistency measure to track the facial 

expressions of both the source and target videos. Reenactment is therefore accomplished through 

the rapid and effective transfer of deformation between source and target. The target sequence is 

used to obtain the mouth interior that best fits the re-targeted expression and warp it to produce an 
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exact fit. Finally, it re-renders the synthesized target face on top of the associated video stream, 

blending it in with the real-world illumination. With this technique, it is possible to control, in real-

time, the facial expression of the target subject that will follow what the RGB source will do (Thies 

et al. 2019).  

Neural Voice Puppetry 

Neural Voice Puppetry works following the same concept of face re-enactment, but instead of 

using video as a source, it uses an audio track. Starting from an audio sequence, the algorithm 

creates a photo-realistic output video of a target person that is in sync with the audio from the 

source input. 

A deep neural network using a latent 3D face model space drives this audio-driven facial 

reconstruction. The model learns temporal stability inherently through 3D representation and uses 

neural rendering to generate photo-realistic output frames. This method is capable of using both 

voices of any unknown source or synthetic voices with text-to-speech algorithms (Thies et al. 

2020). 

Face Swapping Deepfakes 

This type of deepfake superimposes the face of a source subject to the one of a target subject. The 

algorithm analyzes both the target and the source face creating a latent space of similar features 

that are then used to perfectly swap the face of the source to the target in the most credible way. 

It’s one of the most common uses of deepfakes (like the one used in the subreddit r/deepfakes) 

and it’s the type of deepfake that it’s mostly known to the public (Korshunova et al. 2017). 

Full Body Deepfakes 

This type of deepfake expands the concept of facial re-enactment (Thies et al. 2019) to a full-body 

level by transferring the body movements of a source subject to the one of a target subject. 

Starting from a video of a person dancing, the algorithm can transfer the performance to a new 

target just after a couple of minutes of movements. The method employs video-to-video translation, 

with pose serving as an intermediary representation. It extracts poses from the source subject and 

applies the learned pose-to-appearance mapping to generate the target subject to transfer the 

motion (Chan et al. 2018) 

Audio deepfakes 

The AI analyzes a source subject from samples, and it is then able to recreate the synthesized 

voice which is then possible to use in a text-to-speech system recreating the voice of the source 

subject in any aspect, tone included (Jia et al. 2018). 

Concerns, threats, risks 

Truthiness is the attribution of validity based on how something seems or feels, independent from 
and regardless of its truthfulness (Berthon and Pitt 2018). The Sleeper Effect, states that even if 
consumers are aware that they have been exposed to fake content, the persuasive effects of that 
content have a lasting influence on later perceptions (Hovland and Weiss 1951).  
Liar's Dividend, for example, could impact the perception of reality, confusing people that might not 

be able to recognize what's real and what is fake anymore (Chesney and Citron 2018).  

The visual dominance and importance in respect to other signals is well known since 1976 

(Posner, Nissen, and Klein 1976) and a study by Koppen and Spence in 2007 shows how visual 

information is the one humans rely most on (Koppen and Spence 2007). 

The epistemic threat of deepfakes (Fallis 2021) coined by Don Fallis, explains how videos in later 
years have become the “gold standard” of truth. The ability to easily manipulate them though could 
change this standard and deepfakes would prevent people to believe what they saw. 
Deepfakes’ hyper-realism could be the cause of serious consequences under many dimensions. 

Starting from its origin, porn deepfakes could cause serious harm to targeted individuals. Telegram 
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underground communities offer a paid service to its users to be able to create customized 

pornfakes. These videos could be used in ransomfake attacks and cyberbullying (Johannes 

Tammekänd, John Thomas, and Kristjan Peterson 2020).  

Companies too can be under a “deepfake attack”. In 2019, using a deepfake voice clone, 

scammers impersonated high-position managers and were able to convince the impersonated’s 

colleagues to approve/make huge transfers. The amount of money transferred was huge, the first 

time €220k was transferred, the second time $35M (Jesse Damiani 2019)(Brewster 2021).  

Deepfakes could be responsible for much larger consequences. Reports have shown how the 

trend of trust in news outlets is progressively going down, and the confidence in recognizing fake 

news too (Amy Watson 2021). Deepfakes could be a big player in drastically further dropping the 

trust of the public towards news organizations and helping the spreading of fake news. The domino 

effect deriving from this tendency is worse than imaginable. If used improperly, deepfakes could 

lead to mass manipulation, election interfering, political uncertainty, and they could potentially 

undermine democracy. Fake videos could be easily used before elections to skew voters' opinions 

(Westerlund 2019). If used in a specific delicate time or targeted to a particularly sensitive group, 

tailor-made fake videos could be the spark of some attacks or other serious consequences on 

national security (Dobber et al. 2021). 

Deepfake countermeasures 

Many actions from many actors are required to fight the risks associated with deepfakes. A  proper 

information and sensibilization campaign are necessary to make the public aware and literate 

about this technology, as well as detection systems and authenticity proofs. DARPA (Defense 

Advanced Research Projects Agency) started two new projects devoted to Automated Multimodal 

Media Manipulation detection gathering top-notch teams by Accenture Federal Services (AFS), 

Google/Carahsoft, New York University (NYU), NVIDIA, and Systems & Technology Research 

(DARPA 2021). Alongside these projects, universities and researchers from all over the world are 

trying to develop the best detection algorithm. Big improvements were possible thanks to a big 

dataset created for this scope in the FaceForensic++ (Rossler et al. 2019) where different 

algorithms were tested and benchmarked. Other studies suggest considering humans as a 

collective intelligence in combination with a detection algorithm. The AI is devoted to image 

analysis, while humans focus on spotting contextual flaws (Groh et al. 2022). The only problem 

with detection algorithms, though, is the fact they could end up creating a mouse vs cat never-

ending chase. The developments and improvements of one algorithm will serve as a tool to further 

improve the other one, and so on.  

A different point of view in fighting deepfakes is the use of blockchain to authenticate real videos 

instead of spotting fake ones. With its tamperproof records, logs, and transactions, it may be used 

to establish the validity and originality of digital media in a decentralized, trusted, and secure 

manner. The start-up Safe.press uses IBM's hyperledger fabric solution to check sources and track 

authenticity. A green safe.press stamp is placed on each page where a member publishes a press 

release or article. The stamp acts as a digital seal of approval that is tied to a blockchain key. The 

same concept can be applied to videos authenticity (Chaban 2020). 

Opportunites 

Besides the analyzed potential risks of this technology, many opportunities are possible with the 

implementation and good use of deepfakes. If from one side it harms democracy, from the other it 

could be used to help human rights activists and journalists to stay anonymous in dictatorial and 

oppressive regimes. For citizen journalists and activists, using technology to report injustices on 

traditional or social media may be incredibly empowering. Personal digital avatars provide 

autonomy and can assist individuals in expanding their purpose, thoughts, and beliefs, as well as 

enabling self-expression (Chesney and Citron 2018). Education and medicine could benefit too. A 

combination of deepfakes and AR/VR technology could be used to augment education or help 

therapy sessions. Students could interact with a deepfaked historical character and directly ask 
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him history questions (Jaiman 2020). Therapists, instead, could recreate virtual ambiances to 

better treat post-traumatic stress disorder (PTSD) in exposure therapy or even in rehabilitation 

therapy (KRO-NCRV 2020)(Wiederhold 2021). 

Voice cloning deepfakes are already been used to help people who lost their voice due to medical 

conditions get it back. A startup called Project Revoice tries to achieve this using audio-text-to-

speech technology. VOCALiD uses voicebanks and proprietary voice blending technology to 

generate distinct vocal personalities for those who have speech and hearing problems.  

The media and film industry is certainly the one that could benefit the most from them. A deepfake 

revolution could change the whole industry. From de-aging to resurrecting or just starring famous 

actors/actresses, this technology could cover it all. A deepfake of a famous character will be less 

expensive than flying him/her out, paying for hospitality, and having them act (Kahn 2021). Actors 

in the future might just have a dataset of their faces ready to share with companies who require to 

use their image. Filmmakers could replace lines without having to reshoot the whole scene. 

Instead of having a full set and crew to fix minor changes, a tiny team might do the same with a 

computer. Face re-enactment could be implemented in real-time translations or when having to 

translate movies. The interpreter's or the character’s voice can be blended into the target subject's 

face that will mimic the interpreter's lips or the dubbed voice (Vincent 2021) (Prajwal et al. 2020).  

Following the revolution would be for sure the gaming industry. A combination of FaceSwapping 

techniques (Kowalski 2018) pose estimation (Xie et al. 2021) and full-body deepfakes (Kowalski 

2018) could allow us to perfectly transfer our face and personal types of body movements into a 

video game character. Applications could vary from deepfaking yourself into videogames to 

needing less time to create virtual characters (Shi et al. 2019). 

Marketing big deal: Opportunities and risks 

Deepfakes could help marketers create deeper bonds and higher engagement with their customers 

and have a much broader reach (Whittaker et al. 2020). Zalando already used deepfake 

technology in 2018 with the #whereveryouare campaign creating a personalized ad featuring Cara 

Delevigne for every little town present in Europe, generating a 79M in increased revenue (Infinitizer 

2018). Synthesia partnered with ad agency Craftww for JustEat's commercial featuring Snoop 

Dogg. Another version of the ad was created using deepfake technology that changed the lyrics 

and lip movements without having to take extra shots (Whitaker 2021). This ease of creation could 

go beyond the imaginable with hyper-personalized ads. People could have their avatars and 

biometrical information used by companies to create specifically hyper-tailored ads based on the 

data available. Fashion industries could use this technology to allow users deepfake themselves 

and try garments on in a virtual dressing room, or simply by being the model in model-fits picture 

previews on their e-commerce platforms. More easily and less threatening, brands could create 

apps that use deepfake technologies allowing customers to deepfake themselves into an already 

made advertisement (Whittaker et al. 2020) (Kietzmann, Mills, and Plangger 2021). In this way, 

customers can become co-creators of value in the advertising, shifting from being just a passive 

audience. The user not only becomes part of the ad and feels more engaged, but could also 

actively share the hyper-personalized ad starring him/her/they to social media platforms, helping 

the company to reach more potential quality customers (Kietzmann, Mills, and Plangger 2021). A 

study from 2017 suggests how there’s a positive correlation between increased personalization 

and ad’s persuasiveness and perceived benefit (Ham 2017) which “could increase the desired 

(re)action of the consumer” (Kietzmann, Mills, and Plangger 2021).   

Brands could also generate synthetic influencers or endorsers to perfectly represent their brand 

and aesthetic creating their narrative and life drama, all without the unforeseen dangers or 

concerns that a human endorser can introduce (Koh & Wells, 2018; Powers, 2019). An existing 

famous example is Lil Miquela, built using CGI. With 3.1 Million Followers Lil Miquela has endorsed 

brands like Samsung, Prada, Calvin Klein, and Mini (Powers 2019). One of the problems of 

creating digital avatars was the Uncanny Valley Effect which is an unsettling feeling of unfamiliarity 

individuals experience when viewing or interacting with robots that are nearly but not quite identical 
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to humans (Ciechanowski et al. 2019). Deepfakes could overcome it by creating a more authentic 

and realistic avatar. Facial expressions play an important role in social interaction coordination 

(Keltner and Haidt 1999) and brands could deploy them to deliver promotional messages, help the 

customer during the shopping experience, or even become a proper virtual assistant (Hitti 2020) 

(Whittaker, Letheren, and Mulcahy 2021). In the Metaverse, brands could have virtual synthetic 

generated influencers to represent their customers. It’s theoretically possible that one day we 

would have a philosophical conversation with Apple or Coca-Cola's generated avatars. The 

marketing opportunities are infinite in this new world (Mulcahy et al. 2019). 

The implementation of VR headsets and deepfakes could help brands in several ways. Travel 

agencies for example could create super-resolution images of the destination and offer customers 

to be deepfaked in the environment. VR headsets could be implemented to give a little taste of 

what they would look like in the destination. Enabling customers to create a realistic visualization of 

their consumption experience results in a higher purchase intention (Kwok and Koh 2021) 

(Mulcahy et al. 2019).  

The possibilities are unlimited, but before jumping into this technology, managers should be aware 

of the risks deriving from it. Data usage and privacy is the first thing. Consumers feel vulnerable 

when they realize their personal information has been collected without specific consent for 

creating personalized ads (Aguirre et al. 2015). Companies should put more effort into building 

trust with their customers by clearly disclosing everything about the collection and use of their 

information (Mukherjee, Smith, and Turri 2018). Customers are usually faced with what's referred 

to as adversing calculus, which is the weight scale customers use between benefits and costs of a 

service. If they feel the costs are higher than the benefits they would react negatively to the brand. 

A solution could be showing the value gained by the customer if they share certain data, inducing 

the customer to make the final choice (Plangger and Watson 2015). Something else to take into 

consideration that would need further study is the role of ad falsity when using deepfakes in 

marketing. Consumers are well known to negatively react to false information in advertisements in 

a sort of self-protecting mechanism (Friestad and Wright 1994). The mentioned study from 

Campbell et al. suggests and links other studies on fakery in general that could be easily applied to 

how consumers would perceive deepfakes in ads (C. Campbell et al. 2021). It’s still not clear, 

though, how this technology would impact. What is most probably sure though, is how consumers 

weigh the perceived cost of an advertisement against the cost imposed on them in terms of time or 

effort (M. C. Campbell 1995). They react badly when they consider an ad to impose a 

comparatively high cost on them relative to the advertiser's costs. This could happen if they realize 

the cost of producing a deepfake ad is too little. 

One last thing for companies to consider and anticipate is the fight against deepfakes by tech 

companies and governments. Facebook and Tiktok already banned deepfakes from their platforms 

(Shead 2020) (Statt 2020). Google and Microsoft are known to be working towards deepfake 

detection systems (Kelion 2020)(Dufour Nick and Gully Andrew 2019). China in 2019 made 

deepfakes without a disclosure a criminal offense just a month after California did a similar thing 

banning them during the election season (Statt 2019)(AB-730 2019). it’s plausible more and more 

countries and governments will join the fight against them. Companies need to be aware of that 

before jumping too soon into investing an inconsiderate amount of money into this new thing which 

could be, eventually, completely banned from the mainstream. What could be more probable, 

though, is that it will be mandatory to disclaim its use.  

 Research question 

It is reasonable to assume the grey area deepfakes are "living in" will soon become a more defined 

and colorful one. Some countries are already taking care of the issue and started creating laws that 

ban or regulate more in deep the use of it. This study wants to help understand how disclosure and 

its timing could impact consumers' attitude towards advertisement that uses deepfakes. In 2014, a 

paper revealed how disclosure timing impacts the persuasion of an. When the disclosure is placed 

before, or during the promotion, it negatively impacts the persuasion effect because the consumer 
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processes the information differently and becomes more critical. Creating a stronger resistance to 

the information conveyed (Boerman, van Reijmersdal, and Neijens 2014).  

This research also wants to analyze if the term used for defining the technology could moderate 

the effect of disclosure timing on an ad's effect on a consumer's perception. “Deepfake” is a term 

that has been widely used in the colloquial world and by news media to warn about all the risks we 

analyzed. It’s possible the word is mentally linked to bad emotions and triggers a negative effect on 

consumers. “Synthetic media” and “deepfake” are the categorical variable that is going to be used 

as a moderator effect on disclosure timing which will be on three levels, before, during, and after. 

The three research questions are:  

Q1: Does deepfake disclosure affect consumers’ ad perception? 

Q2: How does deepfake disclosure timing affect consumers’ ad perception? 

Q3: Does using “synthetic media” instead of “deepfake” when disclosing moderate the effect of it? 

The hypothesizes are: 

H0: Ad perception is not affected by disclosure nor the use of different words. 

H1: Disclosure negatively affects consumers’ ad perception 

H2: If disclosure is positioned at the beginning, or during the ad, consumers will react more 

negatively than if placed at the end 

H3: Using “Synthetic Ad” instead of “Deepfake” positively affects the attitude towards the ad. 

Research methodology 

The research began by manually scanning the web and gathering the needed media to be used for 

the stimuli. The videos needed to be ad deepfakes with a certain level of hyper-realism. 4 videos 

from 4 different brands were selected and assigned a code bit (Gillette = GIL, L’oreal = LOR, 

Jaguar = JAG, Truecaller = TCC). They have been then edited on Adobe Premiere Pro to create 

the disclosure messages for the 6 different scenarios made by combining the independent 

variable, categorical in three dimensions (Before = B_, During = D_, After = A_), with the 

moderator, categorical in two dimensions (Deepfake = DF_, Synthetic Media = SM_). 

A code to be able to identify them later is created. 

[Disclosure] + [Type] + [Brand] 
 
For instance, the code for a scenario where the disclosure is shown during the Truecaller ad, using 
the term “Synthetic Media” would be:  
 

[D_] + [SM_] + [TCC] = D_SM_TCC. 
 

The survey was then built using logic conditions and randomizers to evenly distribute the stimuli 
across the respondents. The first part analyzed the perceived realism of the videos used in 
exposition 1, while the second part measured the attitude towards the ads shown. To measure the 
attitudes a 7-point Likert scale has been used and derived from the ADTRUST scale used by Soh, 
Reid, and King (Soh, Reid, and King 2007) as well as another question measuring to what extent 
they generally liked the ad is asked. The question asks “To what extent do you like or dislike this 
ad: (7-point Likert scale with like = 7; not like = 1)”  (MacKenzie, Lutz, and Belch 1986). 
In between exposition 1 and 2, an informative message explaining what Deepfake and Synthetic 
Media are is placed to fix the eventual knowledge asymmetry. 
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Data analysis  

The survey received 377 responses. After data cleaning, only 300 were considered. The 

demographics analysis shows the participants are mostly located in Europe. The variable gender 

included – Female (61.3%), Male (35%), Prefer Not to Say (2%), Nonbinary / Third gender (1.7%). 

Most of the respondents’ ages range between 25-34 (56%) and 18-24 (39%). Education-wise the 

most numerous have a bachelor’s degree (39%), a Postgraduate Degree, or equivalent (36.7%). 

And finally, they are mostly Employed full time (44%) or are students (35.7%).  

The pre-test confirmed the video chosen were perceived as real enough to easily trick the 

participants. Almost half of the participants wrongly confused the GIL deepfake video as real 

(46.8%) while a quarter was not able to tell if it was real or not (25.5%). The LOR video was the 

one that gave the best results. 81.2% of the time the deepfake video was confused as real, and 

only 9.4% correctly spotted its fakeness. 

The main test’s PCA analysis showed consistency with the items measured. The first 2 

components explain 64.8% of the variance for exposition 1 and 65.9% for exposition 2. 

Cronbach alpha = .9 for exposition 1 and =.88 for exposition 2, confirming the consistency of the 

scale. 

Different ANOVA models were tested. Akaike Information Criterion (AIC) test confirms for both 

exposition 1 and exposition 2 the Two-way ANOVA with variable BRAND as a blocking variable. 

 
Two-way ANOVA + blocking variable: AD_TRUST = DISCLOSURE * TYPE + BRAND 

 

The models fit the assumptions of homoscedasticity for both expositions and by looking at the plots 

and ANOVA results we can confirm DISCLOSURE is a significant independent variable with a  p-

value < .001 for exposition 1 and p-value < .05 for exposition 2.  

Exposition 1 showed a significant difference between Before (B_) and During (D_) (p < .05), and 

between During (D_) and No disclosure (N_) (p < .5). Exposition 2 has slightly different results but 

the variable Before (B_) is still the most significant one which is significantly different compared to 

After (A_) with p < .05.  

The model results suggest the variable TYPE has no moderating effect on AD_TRUST in both 

expositions. 

Managerial implications and conclusions 

Deepfakes are an emerging technology that can drastically reduce marketing costs and wide 

possibilities. AI-generated media can offer a new universe of solutions to marketers and managers. 

Disclosure regulations might come in the near future. Managers and marketers need to understand 

and study the best solution to avoid the risk to invest money and resources into something that 

might backfire or that it's simply not clear how it works on consumers and at the same time not 

being caught unprepared and losing a potential advantage.  

Ad-hoc ads should be created to further investigate this topic precisely. A bigger sample size for a 

similar study and a smaller one with a neuromarketing approach using ECG and Eye-tracking 

could further help understand the reasons and brain processes behind the exposition of a 

deepfake to a human. 

This study wants to provide a preliminary insight for managers and marketers on how to approach 

such a scenario by providing an analysis of the response consumers could have for different types 

of disclosure placements and terminology used. The results demonstrated that a disclosure 

message does affect the overall attitude towards the ad, but it also showed that, opposed to what 

was hypothesized, placing it before the ad impacts in a much smaller magnitude compared to 

placing it during, or after it. Lastly, the difference in the terminology used doesn’t seem to play a 

significant role as expected.  
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