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Introduction

Expected utility theory has occupied a dominang riol the study of decision making
under risk and it has been generally accepted ragraativemodel of rational choice,
and extensively applied as a descriptive modelcohemic behaviour. Therefore, it is
assumed that all rational people would wish to otleyy axioms of the theory (von
Neumann & Morgenstern, 1944), and that most peagtieally do, generally.

Several authors have shown the existence of anesnativiolation of Expected utility
theory, since the famous Allais paradox (Allais53p and there have also been several
authors who tried to provide accounts of these aties\by proposing new theories.
This thesis describes several classes of choicédlgms in which preferences
systematically violate the axioms of Expected ttiliheory and presents an alternative
theory developed by Kahneman and Tversky's calles$pect Theory (1979; Tversky
& Kahneman, 1992) .

This description allows me to address the mainctegpid the main aim of this thesis:
verifying whether group decision makers violate &oed Utility Theory more, less or
to the same extent as individuals actually do.

Experimental evidence on this field will be repdrie order to critically evaluate the

issue and to finally answer the opening question.



1 - Expected Utility Theory
1.1 - Foundations, axioms and assumptions

Varian (2006) expresses the standard model of coeswbehavior in a simple
statement : “ people choose the best thing theyaffand” (p.33). This is essentially a
constrained optimization situation in mathematitams. The objects of consumer
choice are referred to as consumption bundles, lwhie a list of the goods and
services that are involved in the particular chogmeblem being considered. If a
consumer chooses the x-bundle to the y-bundlee#éns the x-bundle is preferred to the
y-bundle and this can be written as, () > ( y, Y2). In discussing the foundation of
the Standard Economic Model (SEM) it is necessamake a distinction between the
basic axioms of the model and other relevant assangthat accompany it. Following
Wilkinson (2008), the axioms can be described Hevis:

Completeness
An assessment between any two consumer bundlesj X amust lead to only one of

these mutually exclusive outcomes:

a) X is preferredto Y (xx2) >(vi, V2)

b) Y is preferred to X @y y2) > (X1, X2)

c)The consumer is indifferent between the two bigsKg, x2) ~ ( y, ¥2)

Transitivity

Dealing with three different baskets, X, Y, andaZ,onsumer who prefers basket X to
basket Y, and basket Y to basket Z, must also prieésket X to basket Z.

If (X1, X2) > (Y1, ¥2) and (Y, ¥2) = (z1, ), then (X, X2) > (z, z2)

Correspondingly, a consumer who is indifferent lestw basket X and basket Y, and

between basket Y and basket Z, must be indiffextsat between basket X and basket Z.



Reflexivity

Any bundle is at least as preferable as itself,:Xx) > (X1, X2) .

In addition to the above axioms there are threenraasumptions, particularly relevant
in situations where there is uncertainty. They lbasummarized as follows (Wilkinson,
2008):

Cancellation

This is the principle that any state of the wortdtt results in the same outcome
regardless of one’s choice can be cancelled orréghoThis notion has been captured
by different formal properties , such as the sisbn axiom of von Neumann and
Morgenstern (1944), the extended sure-thing priacipf Savage (1954), and the
independence condition of Luce and Krantz (197husT if X is preferred to Y then the
prospect of winning X if it rains tomorrow (and hotg otherwise) should be preferred
to the prospect of winning Y if it rains tomorrotgcause the two prospects both result
in the same outcome (nothing ) if there is no tamorrow . The main point of this
assumption is that only one state of the world aditually be realized, which make it
reasonable to assess the results of options selyai@t each state. The choice between
options should therefore depend only on stateshitiwthey yield different outcomes
(Tversky & Kahneman,1986).

Dominance

This is perhaps the most obvious principle of raicchoice: if one option( X) is better
than another (Y) in one state and at least as goadl other states, then option X is
dominant over option Y and should be chosen. Damte is both simpler and more
compelling than cancellation and transitivity (dissed earlier) and it serves as the

cornerstone of the normative theory of choice ($kg& Kahneman, 1986 ).



Invariance

This condition is essential for any normative tlyediifferent representation of the same
choice problem should yield the same preferenceat T$, the preference between
options should be independent on their descripfldnis principle is so basic that it is
tacitly assumed in the characterization of optiorsther than explicitly stated as a

testable axiom (Tversky & Kahneman, 1986).

1.2 - Choice under uncertainty

Uncertainty arises because the consequence ofisiatecs not a single sure outcome
but rather a number of possible outcomes (GravelRees, 2004). It is supposed that
there exists a vectorq(es,... , en) of environmental variables (variables whualues
are determined by some mechanism outside the edorsystem and which can be
regarded as parameters) , where each variable ssarma a finite number of values
Ej = (= 1,2,..., n). A state of the world is des@&tbas a specific combination of the
value of the environmental variables , i.e. a dpeealue of the vector (ge,..., en). It

is easily understandable that the number S atestof the world is also finite and
these states are indexed by a number s=1,2,...d 8 snused Ys to denote the level of
income the individual gets in state s. Three essgmioperties of the set of states of the
world underpin this theory and are basic to allseguent analysis:

a) The set is exhaustive, in that it containstadl gtates of the world that could possibly
obtain.

b) Members of the set are mutually exclusive, iattthe occurrence of any one

eliminate the occurrence of any other.



c) The occurrence of any state of the world isurader the control of any decision-
taker and cannot be influenced by the choice ofemmnomic agent, or by any coalition
of agents.

These properties qualify the precise formalizatérthe situation of “uncertainty” for
purposes of the theory. Three further assumptians ko be made:

a)All decision-takers catalog the possible combamast of environmental variables in
the same way.

b) Only when one state of the world arrives, atlisien-takers will be able to recognize
which state of the world exists and will agreeon i

c) The probability of the event that a particultats of the world will take place may
vary for different decision-takers, but all proldlgs satisfy the basic probability laws.
The probability associated with teéh state by decision-taker, denotedr, lies on the
interval  ng > 0, withng=1 implying thati regards stats as the certain event , and
ns= 0 implying thati regards state as an impossible event. The probability of one or
another of several states occurring is the surhef probabilities and the probability of
their concomitant occurrence is zero, and , egfigcone of the S states must occur.
Having covered properties and assumptions thatrpidé¢he theory of choice under
uncertainty, it is possible to deal with the olmhoice under uncertainty and what is
usually called the von Neumann-Morgenstern ThebBxpected Utility (EUT) .

It is assumed that there is a single good, whicimeéssured in units of account , and
which can be thought as ‘income5 =1, 2, . .. , S) an amount of income which the
decision-taker will receive if and only if stateoscurs. The individual assigns a
probabilityn; to state of the world s, and denote the vect@rababilities byr= (m,

T, . . . ,7Ts), While y=(\, Va2, . . ., ¥) is the corresponding vector of state contingent
incomes. A prospect P is defined as a giveore vector with an associated

probability vector or as a probability distributiohincomes:
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P=(@,Yy) = (m, 2 ..., T, V1, Y2, - -, ¥)

A different prospect is obtained changing the pbiliig vector =, or the income vector

y (or both). Any decision has as its only andrentionsequence some prospect P, and
so choice between alternative actions or decisisnequivalent to choice between
alternative prospects. A preference ordering ovetision can be derived from a

preference ordering over their associated prospects

1.2.1 - The axioms

To analyze choice under uncertainty it is reqligetheory of the preference ordering
over prospects, explained by three axioms destiieéw:

Ordering of prospects

If the decision-taker prefers one prospect to agrothr is indifferent between them,
these relations of preference and indifferencetramsitive. For any two prospects Pj ,
Pk, exactly one of the statements Pj > Pk , Pj<MHjk Pk, is true , while we can
assume Pj>Pk and Pk®» Ehus Pj>F and similarly for the indifference relation ~
This axioms means that the preference ordering pu@spects has the same desired
properties of completeness and consistency whiehattributed to the preferences
ordering over bundles of goods.

Preference increasing with probability

The decision-taker always prefers the prospect lwhioves better possibility of
receiving the higher-valued outcome, while two pexgs with the same probability of
getting the better outcome would be regarded awagut.

Context independence

In order to state this axiom it is necessary toouhice the concepts aftandard

prospectand compound prospectA standard prospect is a prospect involving ohdy t



greatest and the smallest income value with pritbad v and (- V) respectively,
where v > 0. A compound prospect Pc ,instead, is one wha for at least one of
its outcomes, another prospect rather than a suailee of income.

Pj ~Pcj allJ=(1,2,...,n)

Saying it in words: the decision-taker is indiffierdoetween a given prospect and a
compound prospect formed by replacing each valuenobme by its equivalent
standard prospect. For example, suppose thatettision-taker is indifferent between
(a) £70 for certain, and a 50-50 chance of £20016r, and (b) £100 for certain , and a
75-25 chance of £200 or £10. This axiom assertshi#@he would then be indifferent
between a 50-50 chance of £70 or £10, on the oné haand a 50-50 chance of
obtaining one of two further gambles: (a) a 50-B@nce of £200 or £10, and (b) a 75-
25 chance of £200 of £10, on the other. The faat tlalues of income, and their
equivalent standard prospects, may be includedraspects, does not change their
basic relation of indifference (which is what thegnh ‘context independence’ tries to

convey).

1.2.2 - Properties of Utility function

It is usual to call the functionv(y), with Y representing incomes, a utility function,
since it is a real-valued numerical representatioa preference ordering . ‘Utility’ it is
not to be interpreted as quantity of satisfactiwall-being or other specific sensation
but simply as a name for the numbers which resuitsn we carry out a series of paired
comparisons.

The value_\/: isﬂ s+ V°  is theexpected utilityf prospect Pj, and the axioms should
be interpreted to mean that the decision-taker ed®among projects as if to maximize

expected utility.

10



The axioms described above imply some featureshefutility function v(y) it
increases with income, y ; it uniquely defined tigka to the greatest and the smallest
value; and it bounded above by the value 1 andab#ie value 0. Furthermore, the fact
that the decision-taker can be assumed as if hefsixémized expected utility implies
another important property of the function. Howetlegre are other properties which
require further assumptions in order to be expthind-or this type of analysis it is
useful making the assumption that the utility fumctis differentiable at least twice in
its entire domain, that is, if the derivatives y'@nd v’(y) exist for all y in the interval
between the smallest and the greatest value. Tinatee v'(y) is called thenarginal
utility of incomeand v”(y) is the rate at which marginal utility mcome changes with
income. The second assumption concerns the attgfittee decision-taker toward risk.
Suppose that the decision-taker is confronted witlprospect P=n( yi, Y¥»). The
expected value of the outcome iszyny, + (1-t) y» and thecertain equivalenbf the
prospect is, yc, as that value of income whichsfa8 yc ~ P or equivalently v(yc) =
v == Vv(y: )+ (1r)v( ¥2) : the amount of income which, if received fortear, would be
regarded by the decision-taker as just as gootieaprospect P. yc is indifferent to P
and its utility must equal the expected utilityPof

The three possible relationships between the cedquivalent yc and the expected
value of the outcomes wre:

(a) yc=y . The decision-taker values the prospect as fieerd value. In this case,
nV(yr )+ (Imv(yz) = V= V(ye) = v(Y) [a]

where y ==y, + (1t) y. . A preference ordering over alternative prospean be
based totally on the expected values of the outsoofethe prospects, with higher

expected value always being preferred to lower.

11



(b) yc< y. The decision-taker values the prospect at less itk expected value. In this
case,

n vy )+ (Imv(yz) =V = v(yc)< v(y) [b]

In this case a preference ordering over alterngpnespects could be based on the
expected values of outcomes, since they overstatealues of the prospects. To predict
the ranking it is required to know the utility fuion or the certainty equivalents.

(c) yc >y . The decision-taker values the prospect at ni@e its expected value . In
this case,

n vy )+ (Imv(yz) =V = v(ye)> V(1Y) [c]

Neither in this situation a preference orderingrgu®spects could not be based on the
expected values of outcomes, since these now uatietbe values of the prospects. To
predict the ranking it is needed again to know thidty function or the certainty
equivalents.

A way of classifying attitudes to risk is providdyy these three cases, based on
comparison of the certainty equivalent and expecgdge. In the first case the decision-
taker isrisk neutral; in the second he/shernsk averse, and in the third case he/she is
risk attracted.

It is necessary to consider the implication of éh#wee cases for the utility function
v(y). First, the definition of convex and concduections. Given some function f(y) ,
defined on a convex set Y, the function is conataed only if

f(y?) > kf(ys) + (1-k) f(y) 8k<l v,y elements of Y

where y= ky,; + (1-k) f(y») . A linear function fulfills this equation a% a&quality,
while a strictly concave function satisfies it astiactly inequality.

However, in equations [a], [b] and [c], if we lapef by v, we see that case (a) , risk

neutrality, corresponds to a linear function (asteover the range ifyy-]), while case

12



(b) , risk aversion, corresponds to a strictly @wecutility function (over the ranges[y
y2]) , in addition, the functioffi(y) is strictly convex if —f(y) is strictly concavena so
case (c) , risk attraction, corresponds to a $traxinvex utility function.

The risk averse individual prefers to have a certacome of y rather than the risky
prospect P=x vi, y») , where y is the mean of the risky incomes y,. The risky
prospect is costly to the risk averse individualthat it reduces the expected utility
compared with the certain prospect of & monetary measure of the cost of risk can be
obtained by asking individual how much of his certmacome he would be willing to
give up rather than facing the risky prospect .sTéum of money r is the risk
premiumor the cost of riskand is defined by

vy -r)=nviy)t (Anv(y:) =V

since the individual is indifferent between thekyiprospect P with expected income y
and the certain income (yr ). Comparing v(Vy-r)=nv(y: )+ (Im)Vv(y.) =V
which defines the risk premium and, with §(¥ V- which defines the certainty income
Ycit is possible to see that

V(yo) =V =V(Yy -T)

and the risk premium for the prospect P can eqgentbl be defined by

r=y-Ye

The implicit assumption in the preceding observatiof attitudes to risk that is the
meaningful to place sign restrictions on v’(y) tarthat the utility function v(y) is not
an ordinal utility function. This function v(y) igot a unique illustration of the
decision-taker’s preferences. By changing one o o the outcomes in the standard
prospect it is possible to obtain, for each cartacome y, a different probability at
which the decision-taker would be indifferent betwethe certain income and the

standard prospect.

13



2 - Inconsistencies with the basic tenets of utittheory

Expected Utility Theory (EUT) has occupied a domineole in the study of decision
making under risk and it has been generally acdeggeanormativemodel of rational
choice, and extensively applied as a descriptivedehaf economic behaviour.
Therefore, it is assumed that all rational peopteit wish to obey the axioms of the
theory (von Neumann & Morgenstern, 1944), and thmist people actually do,
generally.

Several authors have shown the existence of anesnativiolation of Expected Ultility
Theory, since the famous Allais paradox (Allais53p and there have also been several
authors who have tried to provide accounts of thasemalies by proposing new
theories defined by Starmer (2000) either “convardl’, when they accept some of EU
axioms, or “nonconventional” (see Wilkinson, 200&apter 3, for a synthetic
presentation).

Since Kahneman and Tversky’s Prospect Theory (19v8rsky & Kahneman, 1992)
has been surely the most influential of these ranventional theories, | shall focus my
attention on Prospect Theory (PT), especially snotiginal formulation provided by
Kahneman and Tversky ‘s (1979) in their seminatkrpublished in Econometrica.
The aim of their famous papeProspect theory: An analysis of decision under’risk
to demonstrate that Expected Utility Theory is nat adequateescriptivemodel of
choices and to advance an alternative accounta$ide under risk.

In the first part of this article Kahneman and Bkgr examine several anomalies that
violate axioms of EUT, while in the second partytipeovide the first presentation of

Prospect Theory.
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2.1 - The Critique

Kahneman and Tversky open the critical sectioncril@ag decision making under risk
as a choice between prospects fx . . . ; %, pn) or gambles, and reminding the three
tenets on which the application of Expected Utilityeory is based:

(i) Expectation U, pr; . . . ; %, P)=pu(x) + ...+ pulx) .

This means that the total utility of a prospéttjs the expected utility of its outcomes.
(i) Asset integration (X, pr; . . . ; %, pn) IS adequate at asset positionf U(w + X, pr;
oW R, py)>u(w)

Meaning that a prospect is acceptable if the ytiibnsequential from adding the
prospect to one’s assets exceeds the utility cfelassets alone.

(i) Risk aversion:u is concave (u’<0). In Expected Utility Theory,ski aversion
implies the concavity of the utility function. Ask averse person is one who prefers a
certain prospect (x) to a risky prospects whichvates x as expected value.

The authors, then, introduce the method on whielr tonclusions are based, namely
“hypothetical choice problems”. They actually dewdsseveral imaginary choice
problems and asked students and university fatolpyovide their responses imagining

to be in the choice situation described by a skwehario similar to the following:

Which of the following options would you prefer?

A: 50% chance to win 1000 Israeli pound$: 450 Israeli pounds for sure
50% chance to win nothing

Source: Kahneman & Tversky (1979)

Since at the time of the study the monthly incooreaf family in Israel was about 3000
pounds, the 2 options refer to a significant amafoney for the participants. Each

participant was presented with several choicekisftype in randomized order.
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The authors defend the validity and generalizabitit this method of research, that
“relies on the assumption that people often know libey would behave in actual
situation of choice, and the further assumptiont sdpjects have no special reason to
disguise their true preferences” (Kahneman & Twerdl®79; p. 265). Furthermore, the
authors think that if people are accurate in dbsuyi their choices the emergence, in
these hypothetical problems, of systematic viotati@f expected utility theory can

provide evidence which contradicts such a theory.

2.2 - Certainty, Probability, and Possibility

According to the Expected Utility Theory, the uitds of outcomes are weighted by
their probabilities. The authors’ purpose is to vshbiow people’s preferences
systematically violate this principle in a seridschoice problems. The first effect that
is reported is the phenomenon labeltedtainty effegtwhich develops from the known
example introduced by the French economist AllaB58; see also Allais & Hagen,
1979; and Prelec, 2000 for a recent discussiowgipresent people with the following

situations of choices:

Situation A: Choose between:
a) 98% chance to win 500 Million Francs b) 100livh Francs with certainty
Situation B: Choose between:

c) 0,98% chance to win 500 Million Francs &9 Ithance to win 100 Million Francg

Source: Kahneman & Tversky (1979)

Allais found most people preferred b in situation And c in situation B. Allais

commenting the choice of his hypothetic decisiorkenaays: “he is perfectly aware

16



that 2 chances in 100,000 is a non negligible gignibut his view is that this quantity
does not offset for him the reduction in the pdsesgmin from 500 to 100 million,
whereas for him by contrast, the achievement ofacdy by raising the chance of
winning from 98% to 100% is well worth this redocti (Allais & Hagen, 1979, p.102)

Tversky and Kahneman (1979) use a similar probMth moderate instead of large

gains. The percentage of respondents choosingogdidms is given between brackets.

Problem 1: Choose between

A: [18] B: [82]

2,500 with probability 33% 2,400 with certainty
2,400 with probability 66%

0 with probability 1%

Problem 2: Choose between

A: [83] B: [17]
2,500 with probability 33% 2,400 with probability 34%
0 with probability 67% 0 probability 66%

Source: Kahneman & Tversky (1979)

17



The empirical choice made by respondents, givewdsst brackets, violate expected
utility theory since 80% of respondents in probleshow the following preference:
u(2400)>.33 u(2500)+.66u(2400)

while 83% of them show the opposite preferencerwblem 2. What is even more
interesting is that analysis of individual pattefrchoices show that 61% of respondents
make these “contradictory choices” and, apparemltynot realize that problem 2 is
obtained by eliminating from problem 1 the 66% m@obty to win 2400 from both
options.

These results show that people overweight outcdhagsare considered certain and this
effect violates the substitution axiom of EUT whistates that if Y is preferred to X
,thus any (probability) mixture (Y, p) must be @meed to the mixture (X, p).

Another situation, where the substitution axiomisfais presented in the problems

below:

Problem 3

A: 4000 with probability 80% or B: 3000 with certty

[20] [80]

Problem 4

C: 4000 with probability 20% or D: 3000 withopability 25%
[65] [35]

Source: Kahneman & Tversky (1979)

18



Problem 4 is obtained by dividing by 4 the probi&pibf winning of both the option of
problem 3. As it can be seen, in brackets, padrtip perceive the two problems as
different and make choices that violate substitutiaxiom. As the authors say
“apparently, reducing the probability of winningifn 1 to .25 has a greater effect than

the reduction from .80 to .20.” (Kahneman & Tversk979, p.267).

2.3 - The reflection effect

Reversing the signs of the outcomes of the problerogided above so that gains are
replaced by losses, the two authors have beentaldleow the existence of what they
labelreflection effectThe preference between negative prospects is ittnernmage of

the preference between positive prospects. Thienpatauses that risk aversion in the
positive domain goes with risk seeking in the iegadomain (aspect, the latter, which
was noted earlier by Markowitz (1952). Furthermdinese problems with the reversed
signs show consistency with tlertainty effectwhere outcomes which are obtained
with certainty are over-weighted relative to umaer outcomes. The certainty effect
results in a risk averse preference for a sure gaer a bigger gain that is simply
probable; whereas in the negative domain, the sefaet contributes to a risk-seeking
preference for a loss that is just probable ovmireor loss that is certain. Therefore, the

certainty effect seems to increase the aversivesfdesses and the desirability of gains.

2.4 - Probabillistic insurance

In the insurance domain, EUT, assuming the congafitutility function for money,
suggests that probabilistic insurances - in whielopgbe pay a premium in order to

reduce the probability of suffering a given damagkeuld be preferred to regular

19



insurance in which people pay a premium in orddret@otally compensated in case of a
specific damage.

Using an imaginary experiment, Kahneman and Tve(sRy9) were able to show that
probabilistic insurance are, on the contrary, natineattractive. They presented the
research subjects with the following scenario.

Suppose you are in doubt whether to insure or ngitvan property against fire or theft.
Somebody informs you that there exists a new pmgfabeled “probabilistic
insurance” according to which you pay half of thegular premium. If you have a
damage there is 50% of probability that you can fieyother half of the premium and
the insurance company covers the whole damage &6 &f probability that the
company will give you back your insurance paymemtybu are not compensated at all

for the damage you suffered. Would you purchasepttubabilistic insurance?

The answer provided by a large majority of respotsl€80%) was negative, thus
showing that reducing the probability of a giveaddrom p to p/2 is less attractive than

reducing this probability for p/2 to O.

2.5 - The isolation effect

In 1972 Tversky found that people, in order to fagg¢h simpler choice between
alternatives, frequently ignore components that ghernatives have in common and
concentrate on the components that distinguish tlsemh a decomposition can be done
in different ways for the same pair of prospectsy aifferent decompositions can
induce different preferences. Kahneman and Tve(3Ry9) define this phenomenon
the isolation effect. The effect is explained by the following problemafifeman

&Tversky, 1979):

20



Problem 10
This is a two-stage game. In the first stage theré5% probability to end the game

without winning anything and a 25% probability to gn to the second stage. In th

D

second stage you have to choose between:

a) 80% probability to win 4000 b) 3000 witr@inty.

You must do the second stage choice before thajaime starts.

Source: Kaheman &Tversky, 1979

As the authors point out, in this game, if probiéibg of the two stages are taken into
account, the choice Istween:

a) .25 x.80=.20 to win 4000 b) .25 x 1=.25 0 ®000

The above two options are the same as in Problerbud,in this case 78% of
respondents chose the prospect b) in contrast thdhmodal choice in problem 4.
According to Kahneman and Tversky (1979) this défee is due to the fact that
respondents do not take into account the firstestdghe game that is shared by both
the options of the second stage, and as a consegjtlezy do not calculate correctly the
probabilities associated with the final states.

The isolation effect contradicts the basic assuonptinat choices are determined
exclusively by the probabilities of the final state

Kahneman and Tversky (1979) show, furthermore, paterences may be modified
also by different representation of outcomes asstitated in the following problems.

Between brackets are reported the percentage mémdents who chose each option.
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Problem 11-
You have been given 1000 in addition to what yaeay own. You are requested to
choose between the following options:
A: 1000 with 50% probability B: 500 with certaynt
[16] [84]
Problem 12- You have been given 2000 in additiowhat you already own. You are
requested to choose between the following options:
C: - 1000 with 50% probability D: - 500 with cairity

[69] [31]

Source: Kahneman and Tversky (1979).

The majority of respondents chose the certain aptioproblem 11 and the uncertain
one in problem 12, replicating the reflection efféddéowever in problem 12 there is no
actual loss since participants are given 2000 @&ukstef 1000 as in problem 11 and in
terms of final states A=C and B=D. Respondents &gy ignore the bonus given at
the beginning of the game in both problems, andg$am change of wealth. This is the

foundation stone of the new theory advanced by Kataa and Tversky (1979).

2.6 - Prospect Theory

As we have seen, results of Kahneman and Tverskyaginary experiments have
shown several phenomena that invalidate EU the@rythe basis of this critique the
authors propose a new model, Prospect theory, wamses describing how people
make their decisions.

According to Prospect theory, decision processessisb of two stages: editing and

evaluation. In the editing phase the decision makes a preliminary analysis of the
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options of choice and often represents them imgldied way. In the evaluation phase
these “edited prospects” are evaluated and thepobsvith the highest value is chosen.
In the editing, that will be later called also 'tirtang phase” (Tversky & Kahneman,
1992), decision makers apply the following operagio

Coding means that decision makers distinguish outcomas répresent gains from
those that represent losses and they do so byiagapteference point that usually is
the current position, but it can be changed asnation of the formulation of the
prospects or of decision maker’s expectations.

Combination refers to the fact that, in order to simplify puests, the probabilities
associated with identical outcomes can be comb{eegl 200 with 25% + 200 with
25% = 200 with 50%).

Segregationrefers to the separation of the riskless componért prospect from the
risky component. So a prospect that offers: 300 8Q2% and 200 with 20%, can be
decomposed as 200 with certainty and 100 with 80%.

Cancellation is an operation that can be applied to sets ofdwaore prospects. With
the term cancellation the authors refer to phenameadready described as isolation
effect, that is ignoring the first stage of a sedis game or ignoring the bonus
provided at the beginning of the game. Under thellaf cancellation the authors
include also the discarding of elements that arerson to two options. In this way the
choice between (200 with 20%, 150 with 50%, -10th8i0%) and (200 with 20%, 100
with 50%, -50 with 30%) becomes the choice betw@e® with 50%, -100 with 30%)
and (100 with 50%, -50 with 30%).

Simplification consists of rounding of probabilities or outcom&81(—>100 or 49%

—->50%), and of discarding of particularly unlikelytoomes.
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Detection of dominancerefers to the inspecting of the available optimnsrder to spot
the dominated alternatives that will be directlym@hated without any further
consideration.

The editing operation are applied whenever it issgae since they smooth the progress
of decision, however they may interfere with eattteoso that the resulting final edited
prospects will depend on the sequence of the gdijrerations.

Introducing the editing phase the authors recogthiag contrary to what is assumed by
EU, people do not directly evaluate the optionshay are given. On the contrary, they
actively re-construct the prospects and they dinsa systematic (predictable) way.
This re-construction is responsible of many of @m@malies of preferences that have
been discussed as violations of EUT.

After the editing process, decision makers evaltlaeedited prospects in terms of two
scales labelled andv.

The n scale results from combining each probabifitywith a decision weight(p)
which indicates what is the impact of the prob#&pilbn the whole value of the
prospect. It is important to stress théas not a probability and(p) + n(1-p) is typically
less than 1.

The scale indicates the subjective value assigned to eatdome. Since outcomes are
defined in relation to a neutral point of referentee valuev is the value of the
deviation, the value of the gain or loss.

In their first presentation Kahneman and Tverskg7@) limit their attention to simple
prospects (e.g. X, p; Y, g) that are neither thgrigositive nor strictly negative (regular
prospects). The basic equation of the theory (Katameand Tversky, 1979, p. 275) is:
“If (X, p; ¥, Q) is a regular prospect (ijgtqg <1, orx>0>y,orx<0<y) then

V(% p;y,0) = (P) v (x) +m (@) ¥
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Wherev (0) = 0,7 (0) = 0, andrt (1) = 1. As in EUT, V is defined on prospects, ki

is defined on outcomes. The two scales coincidsdiog prospects, where V (x, 1.0)=V
(x) =v(x).”

Kahneman and Tversky (1979) acknowledge that ah#rors, like Markowitz (1952),
Edwards (1962), Fellner (1965), and van Dam (197&)e suggested some of the
elements of the new evaluation model. Neverthetes® of the other authors was able

to advance an new complete model able to explatheaanomalies.

2.7 - The value function

Of special interest in Prospect Theory is the vdluestion. The authors make explicit
that they propose to extend to perception and vVialuaf non sensory attributes the
same features already emerged studying perceptidjudgment of physical attributes.
In perception of brightness, weight, loudness ampgerature individuals compare new
stimuli with an adaptation level resulting from pasd present context of stimulation
(Helson, 1964). Such an adaptation level does algstwhen people evaluate monetary
outcomes, and, as a consequence, the value funatjoresents value attached to
changes in wealth (gain or losses) with referenceneutral reference point.
Furthermore, Kahneman and Tversky (1979) sugggainaxtending data concerning
perception of physical change, that this functisrconcave above the reference point
(that is for gains) and is convex below the refeeepoint (that is for losses), as shown
in figure 1. The figure shows also that it is assdnthat marginal value of gain and

losses decrease with their magnitude.
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VALUE

LOSSES e GAINS

Figure 1 — A hypothetical value function

Another important characteristic of the value fumtt according to Prospect Theory, is
that “losses loom larger than gains”, that is wingnilO0 Euros induces a positive
experience that is smaller than the negative egpee associated to a loss of 100 Euros.
Summarizing the value function in PT is: “a) define deviation from reference point,
b) generally concave for gains and commonly confeedosses, c) steeper for losses

than for gains” (Kahneman & Tversky, 1979, p. 281).

2.8- The weighting function

Kahneman and Tversky (1979) call attention to tifier@nce of decision weight from
probabilities. Therefore, decision weights do no¢yto probability axioms and are not

to be interpreted as measure of degree of belefgiVe an example they suggest to
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imagine a gamble in which it is possible to win QGfF nothing by tossing a coin. In
this very simple situation any reasonable persam waderstand that there is 50%
probability to win 1000, nevertheless the decisiaight © (.50) will be smaller than
.50. This is so because measures the “impact of events on the desidetaloli
prospects, and not merely the perceived likelihobdhese events” (Kahneman &
Tversky, 1979, p. 281).

The weighting functionr, that connects decision weights to probabilitieas the
following important properties:

IT is an increasing function of p, witt(0) =0 andr(1)= 1. In other words, outcomes
dependent on impossible events are ignored, andddle is normalized by making a
ratio betweemn(p) andr associated to a certain event.

For small probabilitiest is a subadditive function g, but this is not true for large
probabilities.

Very low probabilities are underestimated.

Forall 0 <p<1,n (p) +=n (1-p) < 1. This is the subcertainty property. Bhape of the
weighting function within the interval 0-1 indicatéhe sensitivity of preferences to the
changes in probability. Subcertainty means thdepeaces are less sensitive to changes
in probabilities than it is assumed by expectagonciple.

subproportionality, according to which “for a fixedtion of probabilities, the ratio of
corresponding decision weights is closer to unityew the probability are low than

when they are high” (Kahneman & Tversky, 1979, B)28
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1.0

DECISION WEIGHT: T (p)
3

STATED PROBABILITY: p

Figure 2 represents an hypothetical weighting fonctwhich complies with
overweighting, subadditivity, subcertainty, and maportionality (1979 version).

Complying with overweighting, subadditivity, subtanty, and subproportionality,
makes the functiom shallow in the open interval and produces sudd@mges near to
the end points 0 and 1.

These discontinuities are coherent with the notlat, if an event is given a weight,
this cannot be too small. A similar discontinuihete exist to the higher point so that
any weight is always smaller than 1. Accordingtie awthors this effect reflects the
categorical distinction between certainty and utaiety. Furthermore, simplification of
prospects during the editing process can inducel¢loesion maker to get rid of events
extremely unlikely and consider event with highelikood as certain. In other words
people are not good at “treating” extreme probaédi and events with very low
likelihood can be either ignored or overweightedvadl as the difference between high

probability and certainty can be either ignoreddiated.
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In the final discussion of their seminal paper Kanan and Tversky (1979) explain
how PT can provide an account of attitude towas#t,rand suggest several potential
extensions of the original formulation that will better developed in the article of
1992.

As far as attitudes toward risk are concerned, y thleow that the violation of

independence axiom, exemplified by problem 1 armgt@viously described, if:

7 (.33)/n (.34) >v(2400)/v(2500) > n(.33)/1-7(.66)
is an effect of subcertainty and more preciselthefinequalityr (.34) > 1-n(.66).
Anomalies described with problems 3 and 4 are dseibproportionality of if

7 (.001) /x (.002) >u(3000)/v(6000 >x(.45)/ 1 (.90)

The preference for regular insurance over prolstlmlinsurance can be also explained
by prospect theory which assumes that probabifitpsses is oveweighted (losses loom

larger).

In general, attitudes toward risk in Prospect theoe explained as jointly shapedby
andrn and not exclusively by the utility function. Théoee, in general people are risk
averse for gains and risk seeking for losses, imibpposite can be true for very small
probabilities. So the overweighting of small proiiibs may favor both gambling and

insurance, while the S-shaped value function wbel@gainst such choices.

2.9 - Shift of reference point

In the whole article it has been assumed thattdtesquo acts as the point of reference,
which is probably what happens in most of the cadesvever there are cases in which

decision makers may adopt a different point of rexiee such as the aspiration level.
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The authors give as an example the case of an ao®p tax withdrawal from a
monthly pay check that is likely to be experienesd loss and not a reduced gain. It is
also possible that people who have recently hathage in wealth have not yet adapted
to it and do not use it as reference point. An tiyptical entrepreneur who has already
lost 2,000, but has not yet adapted to his losses$, is asked to choose between a sure
gain of 1,000 and an even chance to win 2,000 ¢hnimg, will probably edit the
problem as a choice between (-2,000, .50) and@)},father than as a choice between
(2,000,.50) and (1,000). If this is the case hé teild toward more risky than he would
have done adopting the second prospect of cholee pdssibility that decision makers
use as reference point a past wealth positionesihey have not adapted to recent
losses, may explain why they accept risky gamilaswould not accept otherwise.
It is also possible that decision makers formulhtgr decision problem in terms of
final assets, as assumed in decision analysigr#tan in terms of gains and losses. By
doing so decision makers adopt zero as refereniceé po the scale of wealth and the
value function will be concave everywhere. Thisftsbi reference point has powerful
consequences since it eliminates risk seekingatbrer limit it to gambling with very
low probability.
In everyday life economic decisions consist of pgymany in order to get a desirable
prospect. According to standard decision theoriaenwve have to decide whether to
pay 10 for a gamble in which we have 1% probabitiitywin 1000 we are confronted
with the following choice:

A: (990,.01; -10,.99) B: (0).
However, given the prevalence of the isolation affpeople are much more likely to
evaluate the gamble and its cost separately, aodieléo purchase the gamble if the
combined value is positive, that is if:

X (.01)v(1,000)+v(-10)>0
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Thus, people are expected to exhibit more riskisgek deciding whether to accept a
fair gamble than in deciding whether to purchagamable for a fair price. The location
of the reference point, and the manner in whichiacghproblems are coded and edited

emerge as critical factors in the analysis of dens

31



3 - Experimental investigation into collective de&ion making
under uncertainty

As we have shown in previous paragraphs there 8 nweerwhelming evidence
concerning the violation of Expected Utility ThgdEUT). However such evidence is
mostly based on decisions made by isolated indalgjuvhile in everyday life many
economic decisions are taken by groups (e.g. foerFederal Open Market Committee
to families). While there is an extended socialghjyogy literature concerning group
decision making (see Kerr, MacCoun & Kramer, 19864 review), in the economic
context, research examining -with salient cash rds+avhen and how group decisions
differ from individual decisions has appeared ordgently. In the following some of
the most interesting studies of this recent litm@will be presented. Two of the articles
(Shupp & Williams, 2008; Baker, Laury & Williams0@8) address the issue of risk
preferences, the third one (Cheng & Chiou, 2008@)m@res the effect of framing on risk
choices at individual and group level, and the tlounne focus on common-ratio
inconsistencies (Bone, Hey & Suckling, 1999). Alétarticles adopts research designs
finalized to investigate whether group decisioressraore or less consistent with EUT in

comparison to individual decisions.

3.1 - Risk preference differentials of small groupsand individuals,
Shupp, R.S., Williams, A.W. (2008)The Economic Journal, 118, 258-283.

3.1.1 - Aim of the experiment, hypotheses and resea design

In the introduction of their article, Shupp & Wailins (2008) discuss previous literature
concerning group versus individual decisions calyeeminding that interest for risk
preference of group decisions started with so@gtpological research on the so called

“risk-shift” in the early 1960s (see Isenberg, 1988 a review). In these studies, based
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on choice dilemma questionnaires, participants elaasions in hypothetical situations
involving risk but without a salient response cogént reward structure. Even though
first results suggested that groups were genematlye risk oriented than individuals,
subsequent research showed that groups do noysalwake riskier decisions. These
contradictory results were later explained in terai “group polarization”, a label
which suggests that group decisions move in theesdirection of the prevailing
individual decisions, but assume a more extreméipos If individual positions are
risk averse group decision results to be even mmsie averse, and if individual
positions are risk seeking group decisions resuitet more risky.

Kerr et al.(1996), in a comprehensive review of this literafuwonclude that “there are
several demonstrations that group discussion caenwgte, amplify, or simply
reproduce the judgmental biases of individuals rséarch conducted to date indicates
that there is unlikely to be any simple, global veas to the question (p. 693)".
Furthermore, the available evidence suggests thaipgdiscussion can improve
performance only when there is a demonstrably cormrrmative solution to the
problem under consideration.

Reviewing previous literature, Shupp & Williams (&) point out that this literature
focuses on two possible consequences of havingupgather than an individual make
a decision.

As first consequence, it is hypothesized that gsomay make more rational decisions
in the sense that their decisions are more iniitle the game theoretic prediction for a
given task. The few existing studies provides @siing results. On one side, Bornstein
and Yaniv's (1998) ultimatum bargaining study, G0X2002) study involving trust
games and, to a certain extent, Kocher and Sutf2@85) beauty contest experiments
show that that groups do, although not alwaysaltti play closer to the game-theoretic

prediction. On the other side, Cason and Mui’'s {d9fictator game study and Cox and
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Hayne’s (2006) first-price sealed-bid common-valuection experiments found that
groups decisions lie further (or just as far) frdme game-theoretic prediction than the
decisions made by individuals, resulting to bes legtional (or, in some cases, no less
irrational) than individuals.

The second consequence involves Expected Utility Shupp & Williams cite three
studies (Bateman and Munro, 2005; Bateal., 1999; Rockenbacht al., 2007) that
intended to investigate whether groups make chkdicat are more in line with EUT.
None of the studies provided evidence supportiegcthim that EUT describes groups
decision better than individual ones. Finally, & Williams refer to a couple of
studies directly addressing the issue of risk pegfee in which individual and three
person groups preferences were compared (Harrisai.,e2005; and Baker et al.,
2006). Results of these studies did not show agyifgsant difference between
individuals’ and groups’ risk preferences.

According to Shupp & Williams (2008) when comparimglividual and group risk
preferences it is possible to make 2 alternativyeollyeses (conjectures): a) the group-
averaging null conjecture according to which thei# be no systematic difference
between the group’s willingness to pay decision gnedaverage of the group members
individual decisions for a specific lottery , angdtbe group-shift alternative, according
to which there will be a systematic difference bedw the group and average individual
decision.

In the cases in which it will be possible to rejéwt null conjecture, the authors intend
to assess whether this shift occurs toward stemeutral focal point or away from risk
neutrality. Finally the authors anticipate thae trariance of group decisions in a given
lottery will be smaller than that of individual dsions.

Shupp & Williams (2008) in order to study risk prednce differentials between

individuals and groups, adopt a task consisting16f lotteries with increasing
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probability (from 10% to 90%) to win $20, for edcltery participants are requested to
make their bid that may range from $0 to $19,9hupp & Williams decided to use a
maximum demand price method in order to avoiddbecalled “endowment effect”
associated with the minimum selling price methodtofal of 100 participants were
recruited from undergraduate economics classesdaaria University, Bloomington,
and two experimental designs were adopted.

Design | was a between subject design with two itmms of decision making:
individual vs. group choice. In this design, eadhtipipant made decisions as either an
individual or a member of a three-person group.tegim participants were used as
individual decision makers and 48 other participamere randomly assigned to three-
person groups.

Individual or group decision-making unit registeredd a record sheet nine bids
corresponding to nine different lotteries with abe of winning ranging from 10% to
90% in 10% increments. In the individual choice dition each participant was
endowed with $20 and all lotteries paid either $280. In the sessions with groups, all
groups were endowed with $60 and all lotteries patter $60 or $0. Each group
member was paid an equal one-third share of tatalipy earnings. Groups had a
maximum of twenty minutes to discuss the problewh agree on the bids to be entered.
All groups were able to reach unanimous agreementonsiderably less than the
allotted time. The task lasted less than one hodram the average each participant was
paid $21,98.

Design Il was a repeated measure design with Bérqgarticipants who first made
decisions as individuals and subsequently as a mewfba randomly assigned three-
person group. This design, beyond assessing tlierahte between individual and

group decision, will offer the opportunity to examai how the risk preferences of
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specific individuals are aggregated into a grosk preference. In this case each session
lasted less than one hour and half and participaete paid $47,72.

In order to analyze these data, certainty equivatano (CER) was calculate for each
choice, by dividing the sum corresponding to maximwillingness to pay for a lottery
by the lottery expected value. When the CER is ketuane there is a risk neutral
preference, when CER is greater than unity theeerisk seeking preference, and when
CER is less than one there is risk aversion.

3.1.2 - The results

Data were submitted to several analyses. As fiegt the existence of an individual
versus group risk preference difference was assdssaggregating the individual data
from both Design | and Design Il and comparingnthito the group data from Design I.
The authors present first a graphical overview &RC(mean, median and standard
deviation) across the nine lotteries comparingviagial and group values, and then the
results of statistical analyses (regression mqukaked comparison tests) that confirm
the significance of the described tendencies.

From graphical overview it can be observed that:

1. In the 10% to 40% lotteries, considering either meamedian CERS, groups
appear to be more risk averse than individuals.

2. In the 70% to 90% lotteries, considering either meamedian CERS, groups
appear to be less risk averse than individualss worth noting that both
groups and individuals in these high win-percentatferies are closer to the
risk-neutral benchmark than in the low win-percgstéotteries.

3. CER dispersion is smaller for groups than individua all lotteries.

In the regression analysis, CER is the dependerdbla and the independent variables
are: a group-decision dummy variable (GRP), a $etight lottery dummy variables

(LOTi, 1 ¥ 20, 30, . . ., 90, where i correspomal$he lottery win percentage), and eight
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GRP x LOTi interaction terms introduced in ordertést the fact that group vs.
individual effects vary systematically across thaenlotteries. Without going into
detailed results of this analysis it is sufficiéatsay that regression-based results are
generally consistent with the observations derifrech visual inspection of the mean
CER.
The authors provide also further statistical suppdrthe existence of a significant
interaction between the lottery win-percentage thedeffect of group decision making.
The meaning of this interaction is that groups teadbe more risk averse than
individuals in the higher-risk (lower win-percenggglotteries and less risk averse
(approaching risk neutral) in the lowest-risk (higim-percentage) lotteries. Concluding
the section of this first statistical analysis tathors provide also statistical results
showing that individual CERs are significantly difént from the risk neutral point
(CER=1) for lotteries aside for 10% and 20% lo#syi whereas group CERs are
significantly different from neutrality for all Itgries aside for 70%, 80% and 90%
lotteries.
The second phase of the analyses is intended toiegdnow individual group members
CERs are aggregated into a group CER.
First the authors verify that Design | and Desigrgrloup-decision samples are not
significantly different between each other, so thatan be concluded that group
decisions are not, on average, significantly a#dcby the fact that Design I
participants had previously submitted bids as iildials (but had not seen the outcome
from those decisions).
As far as the aggregation of individual decision®ia group decision is concerned
Shupp & Williams advance the following alternatto@njectures (hypotheses):

1. the group-averaging null conjecture, according tocW the group CER does

not systematically differ from the average indivadl CER;
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2. the group-shift conjecture, according to whichugrdCER is significantly
different form average individual CER;
3. the group focal-point conjecture, according to whgroup discussion tends
to move the group CER toward the risk-neutral berantk.

Wilcon Mactched-Pairs test show that the group ayieg null conjecture can be
rejected in low win-percentage lotteries (10% t&e3@vhere group CER is constantly
lower than mean individual CER, a result that ieezent with results of the analysis on
the independent samples of Design 1.
Contrary to results of Design 1, however, the graugraging null hypothesis cannot be
rejected for high win-percentage lotteries (8099@%). According to the authors this is
due to the fact that the individuals in the Desiggample are, on average, less risk
averse in the high win-percentage lotteries thanritdividuals in the Design I.
On the whole, the authors think that individuadl @moup data in the high-risk lotteries
provide supporting evidence to the conclusion gratip discussion leads to more risk-
averse decisions. In fact, in each of the four ésghisk lotteries 10 of the 12 group
CER observations, 83.3%, are more risk-averse tharmean individual CER. Less
strong evidence of this tendency emerge from the lbwest-risk lotteries where only
48.3% of the group CERs are more risk-averse thamean individual CER.
The Design Il data are, according to Shupp & Whtisa consistent with results of
Design | data with regard to decisions in the hgghesk lotteries and confirm, albeit
with a small sample, that group discussion tendsntiuce a choice shift toward
increased risk aversion in high-risk situations.
As far as the group focal point conjecture is coned it is true for only 33.3% (12 of
36), 30.6% (11 of 36), and 41.7% (15 of 36) of flaéred observations over the three

highest, medium, and lowest risk lotteries, respelt.
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3.1.3 - Summary and conclusions
In the summary and discussion section, the autirars the following conclusions:

» Certainty equivalent ratios vary significantly agsolotteries with different
percentage of winning. For both groups and indigld, with increasing win
percentage, the median CER moves closer to thenaakal benchmark.

* In the higher-risk lotteries (10% to 40% ) , thel@ge group is significantly
more risk averse than the average individual.

* In the lowest-risk lotteries (80% and 90%) , theerage group is
approximately risk neutral and significantly lesskraverse than the average
individual.

* In lotteries with a win percentage from 50%, t&&/0both groups and the
individuals are equally risk averse.

* As hypothesized the variance of CERs is lower foougs than for
individuals in all lotteries.

* In general, for both groups and individuals, as\ile percentage increases
the median CER moves upward toward unity, CERet&@pn is reduced ,
and the coefficient of relative risk aversion ewatly decreases toward the
risk neutral benchmark .

In conclusion, using three person groups insteachdi’iduals appear to bring about
more complex effects than was anticipated, sin@seheffects are moderated by
inherent riskiness of the property right being ¢desed for acquisition.

Nevertheless it is possible to conclude that groigrussion induce a significant
increase of risk aversion in case of high riskeioéts, while individuals and groups do

not differ and are both more risk neutral in theédst risk lotteries.
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3.2 - Comparing small-group and individual behaviorin lottery choice
experiment, Baker, R.J., Laury S.K., Williams, A.W. (2008) Southern Economic

Journal, 75, 367-382.

3.2.1 — Aim of the experiment, hypotheses and reseh design

Baker et al. examine previous literature usingtteltes to elicit risk preferences
focusing their attention on the papers by Harriday et al. (2005) and by Shupp and
Williams (2008) that investigated decisions madegbyups. The two papers provide
contrasting results. While Harrison, Lau et al.q20found no evidence of differences
in the choices of individuals and three-person migoule groups, Shupp & Williams,
as we have reported above, did find significarfedgnces.

However, Harrison, Lau et al (2005) used a procethat differs from the one used by
Shupp & Williams both in terms of task features amderms of condition imposed to
the deciding group. In fact Harrison, Lau et al0q2) used a lottery choice task in
which the decision maker has to choose betweeraf@™sand a “risky” lottery while
Shupp & Williams used a task in which decision nrakigave to indicate a bid they
would be willing to pay in order to play each obet of lotteries with increasing win
percentage. Furthermore, in Harrison, Lau et aQ0%2 study the three persons
constituting the group were not allowed to disciag® to face while such a discussion
was present in Shupp & Williams (2008) groups. Badeal. mention also a paper by
Colombier et al. (2006) in which group membersncdrdirectly communicate, as in
Harrison, Lau et al. (2005), but must come to animaus group decision through an
iterative voting process or have a random decigiggosed on the group. Their results
are generally in line with those of Shupp & Williarand not with those of Harrison,
Lau et al. (2005).

Baker et al. adopt the task developed by Holt amadiry (2002). Subjects were
presented with a menu of 10 lottery-choice decsiddecision makers had to choose
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between a lottery with a small difference betweka low-payoff and high-payoff
outcome (safe option) and a lottery with a lamdjfierence between the low-payoff and
high-payoff outcome( risky option ). Payoffs wedentical in all 10 decisions; but the
probability of the high-payoff outcome increased in 10% increméot® 10% in the
first decision to 100% in the last decision. Inteaecision the subject was asked to
choose which lottery he preferred to play. Oneheke decisions was randomly chosen
for payment by throwing a 10-sided die. The totaber of safe-lottery chosen was
used as measure of risk preferences. Using suamaure a risk neutral subject would
choose the lottery with the highest expected moyetzayoff for all winning
probabilities. In other words she/ he would chodke safe lottery for winning
probabilities from 10% to 40% and then switch te tisky lottery for the winning
probabilities from 50% to 100%, while a risk averrson would choose the safe
lottery for winning probabilities from 10% to motiean 40% and a risk seeking person
would start choosing a risky person for winninglgabilities even lower than 40%.
Baker et al. realized a study with a design venyilar to the one of Shupp & Williams.
They have, in fact, 30 subjects making individulbices only; 45 subjects making
choices in three person groups only; and 45 subjghb made in sequence individual,
group and individual choice (IGI condition). Thestitwo set of participants represent a
between subject design, while the third set reprtssa within subjects design. The last
design differ from the within subject design usgd3hupp & Williams since subjects
are requested to make one further set of individhalces after the group choice. This
is intended to assess whether and how group chafieet subsequent individual
choices.

3.2.2 - The results

The first statistical analysis explored the possibhpact of demographic features

(gender, race, income, student status, major) dividual lottery choice decision.
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Demographic effects were measured by a Poissorsgign model using data from the
Individual choice condition of experiment 1 and ghal of the sequenced IGI
experiment. Results of this analysis show that rajrthe demographic variables affects
significantly individual choices between safe ais#ty lottery.

As second step, group and individual decisionmftbe between subjects treatment
are compared for differences in the total numbesafe-lottery choices. Results of
Poisson regression model are not significant, mtthg that there is no significant
difference between groups and individuals in thmber of safe choices. The authors
however, commenting a graphical representatiomefdata suggest that the pattern of
the results is similar to the interaction emergethe study by Shupp & Williams.

To investigate this potential interaction betwegpetof decision maker (individual or
group) and lottery-win percentage used a clustkrgd regression with the binary
lottery choice (safe = 1or risky =0) as the depandariable, type of decision maker
(group= 1 individual =0), lottery winning percengagnd their interaction. Results of
this analysis show, indeed, a significant intemactbetween groups versus individual
decision making and lottery winning percentagey\milar to the one emerged in the
study by Shupp & Williams (2008).

Finally, the results from the sequenced IGI experntmare examined to explore how
individual decisions are aggregated to form a grdepision and the impact of group
decisions on subsequent individual lottery-choieeislons.

Data from the IGI condition show that group choicese consistent with expected
utility since there is a unique switch point frohetsafe to the risky lottery. Individual
choices on average appear consistent with riskseorerThe comparison of individual
(phase 1) and group (phase 2) choices by meanslkdxtn signed-ranks matched-pair
test reveal a significant difference: 10 out ofgrtbups chose more safe lotteries than

the mean of their members.
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Of special interest are the results concerningitidévidual choices after the group
choices: from the graphic representation providgethb authors it appears that, for each
winning percentage, the mean of the individual cesiat time 3 has moved closer to
the group mean in comparison to the initial indiatimean at time 1. In order to test
this difference an ordinary least square regressith the differences of individual
choices from phase 1 to phase 3 as dependent keamall the difference between
individual choice in phase 1 and the group choicehase 2 as independent variable.
The significant and positive coefficient emergbd 0.6663) indicates that each positive
difference in the number of safe choices the growgule in phase 2 from the group
member in phase | increases the change in the nuaib&afe choices made by the
group member in phase 3 from phase 1 by 0.67. Tdrergarticipating in phase 2 has
a significant, positive impact on subjects" satéely choices in phase 3.
Finally, since data suggest the existence of aeraction between type of decision
maker and winning percentage, a clustered logjteission was applied to sequenced
data also. Results confirm the existence of a Bu@mt interaction. Phase 2 groups
deviate from the risk-neutral set of choices Iéss1tphase 1 individuals in the lowest-
and highest-winning-percentage lotteries, but theerse is true for the 50-60%-
winning-percentage lotteries.
3.2.3 - Conclusions
In the conclusion, Baker et al. summarize theiultesutlining the following main
points:

1- coherently with the results reported in previougl&s, individual lottery-choice

decisions tend to exhibit risk aversion as reveéedhe count of safe lotteries
chosen;

2- this basic risk-aversion result is foutdextendo three-person group decisions;
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3- Poisson regression analysis reveals that gends, ealucational indicators, and
other demographic factors do not significantly uethce the safe-lottery choices
by isolated individuals;

4- while Poisson regression does not show a signifiadifference between
independent samples of three-person group-versligdoal lottery-choice, a
logit regression model utilizing clustered-robuttnslard errors reveals that the
probability of choosing the safe lottery is sigo#ntly affected by an interaction
between type of decision maker (group or indiviYla@end the lottery-winning
percentage. This interaction emerges also frominvghbject data;

5- Relative frequency plots of safe-lottery choicesdach lottery pairing illustrate
that groups tend to deviate less frequently thaividuals from the risk neutral
point;

6- data from the between subjects design show thee therson group choices are
more risk averse than mean individual choices;

7- participation in the phase 2unstructured groupusison has a significant impact
on subsequent individual choices: post discussidividual decisions tend to
move toward the group decision.

The authors conclude suggesting the need to funtiveistigate the existence of risk-

preference differentials revealed by small groupssws-isolated individuals can

address a variety of interesting issues.

According to Baker et al., beyond replicationshMiairger samples new studies are
needed in order to clarify remaining problems comicg, among other things, artifacts

due to order effects; the impact of dimension @iugrand of decision rules (unanimity

vS. majority); learning process and stability c# trarious risk preference measures.

44



3.3 - Framing effects in group investment decisiomaking: role of

group polarization, Cheng P-Y., Chiou W-B. (2208Psychological Reports, 102,
283-292.

3.3.1 - Framing effects

Before presenting this article it is worth desargpiwhat is intended as “framing” in the
original formulation proposed by Tversky & Kahnen{aA81, 1986).

While therational theory of choice assumes that equivalennéilations of a choice

problem should give rise to the same preferencerofdrrow, 1982), there exists

evidence showing that framing options either irmierof gain or in terms of losses
brings about different preferences (Tversky and n€aman, 1986). The most famous
example of this effect is that of the “Asian disgagTversky & Kahneman, 1981).

Participants were asked to:

"imagine that the U.S. is preparing for the outbreflan unusual Asian disease, which
is expected to kill 600 people. Two alternativegramns to combat the disease have
been proposed. Assume the exact scientific estimbtthe consequences of the
programs are as follows."

The first group of participants were presented with a choice betwie/o programs:
Program A: "200 people will be saved"
Program B: "there is a one-third probability th@06&eople will be saved, and a two-
thirds probability that no people will be saved"

72% of participants choose program A, 28 % progBam
The second groupof participants were presented with the choicevben:
Program C: "400 people will die"
Program D: "there is a one-third probability thebady will die, and a two-third

probability that 600 people will die”

78 % preferred program D, 22 % program C.

Source: Tversky & Kahneman, 1981

Programs A and C are identical, as are programedBla The change in the decision
frame between the two groups of participants predux preference reversal: when the
programs were presented in terms of lives savedp#nticipants preferred program the
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secure program, A (= C). When the programs wersegnmted in terms of expected
deaths, participants chose the gamble D (= B). fldming effects, which violate the
invariance principle of Expected utility theory,reaconsidered the most important
phenomena in behavioral economics (Wilkinson, 2008)

3.3.2 - Aim of the experiment, hypotheses and resea design

In examining the literature on framing Cheng & Ghjmoint out that several variables
have been show to play a moderating role on frantimegefore we already know that:

1- framing effects are more strong in single risky rdgethan in multiple risky
events (Levin et al. 1986);

2- framing effects are reduced when decision task irequationality and
explanation (Miller & Fagly, 1991), and when taskuires more responsibility
and more information is provided (Schoorman e1984);

3- framing effects are reduced in task that requireevaluate only one attribute
instead of two (Levin et al. 1985), to evaluaterneatead than distant events
(McElroy & Mascari,2007);

4- finally framing effects are reduced —or eliminatedth participants high in need
for cognition engaged in deep information procesqiBimon et al. 2004), if
participants adopt an analytic style of processimgfead of an holistic one
(McElroy & Seta, 2003).

Framing effects have been shown to vary in intgradgo as a function of the domain of
choice. Within the domain of risk choice framinffeets appear to be most strong for
health question (see Asian disease), followed lginess and gambling (Kuhuberger,
1998). However, the authors say, research so farbean concentrated on framing
effects on individual decision making without catesing the many important situation

in which in everyday life small group make impottand consequential decisions.
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In the literature on group decision, in social ggjogy, two distinct lines of research
have been developed: the choice shift and theidaamsaking under risk.

Research on choice shift started with the papestoyper (1961) who originally claimed
that groups are more risk oriented than individoeimbers (risk shift). Afterwards,
other authors got opposite findings showing a castishift (Fraser et al, 1971). Finally
Moscovici & Zavalloni (1969) concluded that the pbemenon was to be defined
“polarization” since group decisions did move inmare extreme position but in the
same direction of the average individual positibrihe last was oriented to risk group
decision resulted to be more risky, but if indivadlumember on average were risk
averse, group decision resulted to be even mskeasierse.

According to the theory framing a decision probles a gain should induce risk
aversion while framing it as a loss should induck rseeking. Cheng & Chiou
hypothesize that framing and group discussion nmégract and have an impact on
group decision. More precisely they hypothesizet ttkee polarization of group
discussion will potentiate framing effects so tgetup decision, when the problem is
framed as a gain, will be more risk averse thanviddal decisions and, when the
problem is framed as a loss will be more risk segkinan individual decisions.

Cheng & Chiou realized a study with 120 studentg (bale, 63 women). The
participants were randomly assigned to one oubaof fnvestment scenarios resulting
from a 2 (frame: gain vs. loss) x 2 (investmenesigmall vs. large). The investment
scenarios were adapted from those originally usetviersky & Kahneman (1981).

As an example the following is the “large gain” Iplem choice.

“You bought “Prosperous Fund” one year ago, usind0$,000 of your personal
savings. Given the fund’s competent management hawe earned some money.
However, the fund’'s management company thoughtttieimarket was mature and
instructed the close-end fund to liquidate. To theavestors for their long-term support

the company not only repaid investors their investts amount but also offered two
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options: (Choice A) a guaranteed bonus of $ 25,60QChoice B) a 25% chance to
gain $100,000 and 75% chance to gain nothing.”

Participants received credit course, but were rad.pin the first phase they had to
indicate individually their preference for eachtloé two options (safe/risky). They had
to indicate their relative preference on a non gdadcale with the two choices as
endpoints and with an anchor of 1 indicating congpf@eference for Choice A and an
anchor of 100 indicating complete preference fooiCd B.

On the basis of this first individual decisionst#pants with extreme tendency scores
toward risk (either too low or too high) were exddd. One week later participants were
invited in groups of three person to reach a grbegision after sufficient discussion.
3.3.3 - The results

Data of individual choices confirmed that the maapion produced the typical
framing effect. Independently from investments sizthe gain frame subjects preferred
the cautious choice (mean small inv.= 27, mearelang. =26) while in the loss frame
subjects preferred the risky choice (mean smalEmb,7, mean large inv. =71,5).
Following this, in order to assess whether groufanmation increased the framing
effect a 2 (size of investment: large, small) xd2dision making setting : individual
group) mixed factorial Anova was applied to pap#its’ responses. Data from gain
and loss condition were analyzed separately.

As anticipated, in gain condition group decisioasulted significantly more cautious
than individual ones, and in loss condition growgisions resulted significantly more
risky than individual ones. Both these effects wardependent from investment
amount.

3.3.4 - Conclusions

Discussing their results the authors correctly adthe limitation of their study

concerning mostly their external validity. This che limited both because of the
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specific type of subjects (students instead of feopth investment experience) and
because of the scenario procedure adopted.

Nevertheless these results provide strong evidémtegroups are not immune from

framing effects, but more prone to them. One pdssbcial psychological explanation

for this effect is suggested by the authors, nantledy individuals when in a group

make social comparison with the opinion of othemsl avant to appear “better than

average”. If the average is risk oriented individuaay change their original opinion

shifting it in order to appear better than average.

Whether social comparison is the process that rresdolarization or not results of this
study deserve attention since they show that frgrmay be even more dangerous for

group decision than for individual ones.

3.4 Are groups more (or less) consistent than indduals? Bone, J. , Hey,
J., Suckling J. (1999)ournal of Risk and Uncertainty, 8, 63-81.

3.4.1 Aim of the experiment

This paper describes an experimental investigatio collective decision-making

under uncertainty with two parallel aims: verifyimdnether groups violate EUT in the
same way and to the same extend as individuals ¢eedo and testing whether
discussion between group members could increasélheonsistency of the individual

members concerned. The particular form of EU- viotaexamined is the Common-
Ratio Effect.

The idea that people might learn to be more EU-istas is occasionally related to
Savage, following his remarks on the Allais parad®avage, 1972, pp. 101-104). He
believes that EU-violations are faults of some kemtd therefore recognizable and

rectifiable by individuals (Savage hypothesis).
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3.4.2 - The Common-Ratio Effect
The Common-ratio violation derives from the famdlkis paradox (1953; see also
Allais & Hagen, 1979; and Prelec, 2000 for a recgistussion), already described

above, which | report again here.

Situation A: Choose between:
a) 98% chance to win 500 Million Francs b) 100 MitliFrancs with certainty

Situation B: Choose between:
c) 0,98% chance to win 500 Million Francs @y kchance to win 100 Million Francs

Source: Kahneman & Tversky (1979)

Allais found most people preferred b) in situatdrand c) in situation B.

Prospect theory explain this “paradoxical choicayisg that increasing the chance of
winning from 98 to 100% has greater impact on naatveight than raising the chance
of winning from 0,98% to 1%. Kahneman and Tvergk§79) derives from this effect
the general principle of subproportionality, acéngdto which “for a fixed ration of
probabilities, the ratio of corresponding decisiweights is closer to unity when the
probability are low than when they are high” (p.282

3.4.3 - The experiment

The experiment consisted of three different stagesre subjects had to register choices
from four CR-triplets, providing a total of 12 ppests-pairs in all; at each stage the
twelve prospect-pairs were given to each subjedth stage in a separately randomized
order. Stage 2 differed from stages 1 and 3 in thatsubjects were paired-up. The
authors decided to elicit their subjects’ prefeemboth before and after their group
encounters in order to obtain not only two stanslasfl comparisons for the group

choices, but also information relevant to the Savagpothesis, since evidence of
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increased EU-consistency would provide supporterhypothesis (of course, the lack
of such evidence would not falsify it as this expent did not constitute a scientific
test).
The paper describes the procedure as follows.rét, #ach subject was given with the
instruction and a booklet containing answer forimsdne set of the 12 prospect-pairs
where both the order of the prospect-pairs andotder of the two prospects in each
pair were individually randomized. During Stageubjects completed these booklets
unsupervised and in their own time, before the esgbsnt meeting for the booklets’
submission and for being paired-up by drawing @ocounters from an opaque bag
for the following stages. At stage 2 each partriprafas provided with another booklet
containing randomized answers forms for the 12tjprmospect-pairs and the session
was located in a large hall to allow a private dgston to each partnership. After the
submission of the booklet, the experimenter gawntlanother booklet for stage 3,
containing randomized answer forms for the 12 illil prospect-pairs and the
experiment ended with the completion and the susionsof this third and final booklet
to the experimenter.
3.4.4 - The results
People tested were undergraduate and graduatensuateYork University, largely but
not only economists. There were 46 individual sctsj@nd thus 23 partnerships.
Analyzing first individuals’ choices, the three laots record these responses:
1. Only one individual was fully EU-consistent at sgtagl and 3(valuated by
EU- consistent responsesnrof the four triples) witm=4 . The mean score
of consistency was 0.46 at stage 1 and 0.38 at Stag
2. The general level of EU-consistency fell betweeges 1 and 3 (there were
17 individuals whose responses deteriorated and%wnlhose their responses

improved).
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3. The median individual was consistent in two triplat stage 1 and in only
one at stage 3 and the corresponding mean valueslv&8 and 1.52 triples.
4. This overall deterioration in EU-consistency migloiver some instances of
improvement through group interaction.
5. There was a single case (the fully EU-consisterdividual) of EU-
consistency improvement which can support the Satggothesis.
As far as groups’ responses are concerned, the thuthors report the following
conclusions.
At first, they have been able to verify that grougsd individuals were closely
comparable regarding their EU-consistency (theagetevel of EU-inconsistency was
at 0.37) and the type of inconsistencies. They dotimat the most common EU-
inconsistency was CR-violation and they also define General Common Ration
(GCR) pattern as the absence of any (re-) switchiom different prospects as the
probability value falls. Response exhibiting then@oon-Ratio effect accounted, on
average, for a further 0.52 of partnerships’ respsnagain just as for individuals. It
was also noted that the Common-Ratio effect impdiesolation of at least one of the
Reduction and Independence axioms of the EUT.
Furthermore the data show that only one of thénpaships was fully EU-consistent
(n=4) and this was the partnership of the only fullyhsistent individual mentioned
above.
3.4.5 - Conclusions
Apart from one solitary exception already citdw authors found no evidence showing
that individuals learn to be more EU-consistenheagitthrough discussion or through
repetition, even if the data suggest that indivistuand partnerships’ choices are far

from arbitrary. They also noted that the incidemdeboth EU and GCR response
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patterns is very similar for partnerships and imtinals, although there are some

differences by triple.
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Conclusion

A central feature of mainstream twentieth centuwgn®mics is the fact that it relies on
models of individual rational decision-making. As Wave seen, criticism of economics
focus on empirical evidence (mostly coming from mitige psychology or behavioral
science) showing that such models do not providecanrate description of how people
actually make their decisions.

However, both mainstream economics and its crifae a common problem, namely
the exclusive focus on rational individual agefitsis does not appear to fit everyday
economic life in which most important decisionsaf@amic, political, cultural, military,
and so forth) are made by groups. This decisionimgaggroups have several different
forms: Juries, families, central bank boards, awgal types of committees.

This attribution of decision responsibility to gpmuis usually done both because it may
be that different people may bring together uspietes of information not available to
single persons, and because it is assumed thabgere more rational than individual
decision makers.

While in social psychology there has been a loadition of research on group decision
making (see Kerr et al. 1996 for a review) onlyerdty research in experimental
economics has began to give attention to this issue

In this recent economic literature on group deciginaking can be distinguished two
lines of research: one focus on decisions conegristrategic interactions with
reference to Game theory, while the other one facugvhether groups make decision
that are more in line with EUT.

In my work | limited my attention to recent artisldelonging to this last line of

research.
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The experiment presented address the common issweéhether groups are more
rational than individuals, but do so with more esd different task (lottery choice,
lottery bid decisions, investment decisions and oom ratio choices) using both within
and between subjects designs.

On the whole, results of these experiments, dopmovide a coherent pattern and
suggest that the answer to our starting questioigyoing to be given in terms of a
true/false answer.

So, Shupp & Williams (2008) point out that usinget person groups instead of
individuals appears to bring about more complexatff than was anticipated, since
these effects are moderated by inherent riskink#segoroperty right being considered
for acquisition. Nevertheless it is possible to dade that group discussion induce a
significant increase of risk aversion in case @hhiisk lotteries, while individuals and
groups do not differ and are both more risk neutraihe lowest risk lotteries.

Baker et al. (2008) find risk aversion at the indidal and at the group level, as well as
a significant interaction between decision makedifiidual vs. group) and winning
probability.

Cheng & Chiou (2008) provide clear evidence thatigs are not immune from framing
effects, but more prone to them, as a consequehggoap polarization and social
comparison processes.

Finally, Bone et al. (1999) do not find any evidertbat individuals learn to be more
EU-consistent either through discussion or throtgpetition, even if the data suggest
that individuals’ and partnerships’ choices areffam arbitrary.

Even though the above results do favor a negatmssver to the opening question, |
think that, given the contemporary state of theiarhay be more useful mention some

of the suggestions for further studies given bydsak al. (2008).
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According to these authors, beyond replicationth warger samples new, studies are
needed in order to clarify remaining problems comicg, among other things, artifacts

due to order effects; the impact of dimension @iugrand of decision rules (unanimity

VS. majority); learning process and stability oé tharious risk preference measures.
Beyond these suggestions, | think that is also eedd look at the impact of group

composition in terms of both demographic featurasclf as gender), social status
(power), and expertise. Finally, contextual vaeab such as time pressure and or
intergroup competition, are likely to affect grouliscussion and the processes of
aggregation or polarization of individual preferesc

Taking into account most of these variable woull he provide an answer based on a
more systematic research project potentially ablghow not only if and to what extent

groups differ in EUT inconsistency from individualsut also when and how group

decision can be induced to be more rational anderseful to individual and group

well-being.
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