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Abstract

Shipping is the world’s oldest sharing economy, and it is still the most efficient
way of transporting goods around the globe, handling about 90% of the world’s
trade. As technology continues to advance, this sector faces new challenges and
opportunities. In this context, the maritime informatics discipline meets the need
of increasing the efficiency, safety, resilience, and ecological sustainability of the
global maritime industry by promoting standardized digital data sharing.

Digitalization has transformed various industries, and the maritime sector is no
exception. It involves the integration of advanced technologies and the utiliza-
tion of modern communications and geolocation systemsand systems to stream-
line processes, improve decision-making, and optimize resource utilization. In the
maritime domain, digitalization encompasses t to enable efficient and real-time
data exchange between maritime entities.

On the other hand, digitization has led to such an increase in the amount of
data available in the maritime sector that it has also highlighted the need for
better data sharing and collaboration. Currently, maritime data are distributed
among a wide range of sources, including ships, surveillance systems, port au-
thorities and other organizations. This fragmentation of data makes it difficult
to obtain a complete view of the maritime domain and make informed decisions.
Under these circumstances, it can be difficult to verify the availability, integrity,
and reliability of data when they are dispersed among multiple sources. There are
several ways to address the problem of data unreliability in the maritime domain.
One important step is to improve data sharing and collaboration among maritime
organizations by creating a data ecosystem whose purpose is to support the col-
lection, storage, processing, and sharing of large amounts of maritime data. By
improving data sharing and collaboration, and by creating a high-reliability data
ecosystem, we can improve the reliability of maritime data. This will create new
applications and related services, ensure efficient and real-time data exchange
between maritime entities, streamline processes, improve decision making, and
optimize resource utilization.

The research goal is to outline a high-reliability data ecosystem in which the
rules, standards, and technologies used for data storage, security, and governance
are defined to improve data quality, accessibility, and usability. The theoretical
contribution is approached with a case study from a user-centered perspective,
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for which a framework is designed to provide guidelines for achieving a security-
by-design approach in the maritime domain, ensuring the safety and efficiency of
global maritime operations and ensuring that the data infrastructure is consis-
tent, accurate, and reliable across different systems and applications.

Keywords: maritime informatics, digital transformation, public data spaces,
intoroperability, security-by-design
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Introduction

As technology continues to advance, the maritime domain faces new challenges
and opportunities in ensuring efficiency, safety, and security. Whithin this con-
text, the emergence of maritime informatics has become a crucial field of study,
focusing on leveraging digitalization to enhance operations, communication, and
data management within the maritime domain. The research area is data privacy
and security in relation to digital transformation processes, big data management
and the foundation of the data ecosystem. The research aims to explore the
maritime domain as one of the most challenging and diverse. In particular, its
complexity can be attributed to its territorial vastness and the number of entities
it involves, from objects such as ships to people.

In the early 2000s, the first application of DDS (Digital Data Streams) in the
maritime domain was the Automatic Identification System (AIS), introduced by
the International Maritime Organisation (IMO) in response to maritime security
concerns (1). The system was implemented to improve the safety of vessel traffic
through the automatic exchange of real-time information and vessel tracking. As
the accumulation speed and scale of AIS data have increased, machine learning
algorithms have progressed for anomalies detection practices (2). The mandatory
implementation of AIS has led to the development of new open-source data visu-
alisation applications using the data derived from AIS (3). Nowadays, AIS has
reached a level of maturity that enables it to serve as a platform for further inno-
vation, such as the integration of new technologies and data sources as satellite
imagery (SAT-AIS) (4). Since the introduction of the AIS cyber-physical system,
the information value of AIS has increased and with it the demand for data in-
tegrity to ensure reliable application design and analysis results. It is evident that
the value of the AIS and complementary systems is the data transmitted, and it
will be fundamental to build a strategical alignment around them as “a commu-
nity of hierarchically independent, yet interdependent heterogeneous participants
who collectively generate an ecosystem output”, described in the management
conceptual framework by Llewellyn Thomas (5). The existing literature offers
a wide range of perspectives and approaches to address the concept of a data
ecosystem. Whithin this context, noteworthy is Daniel Beverungen’s (6) work
on the emergence of public data spaces. Previous research has mainly focused
on digital transformation within organisations, while nowadays it is increasingly
important to understand the new trend of interconnection between different stake-
holders to co-create services based on the provision and use of data. In particular,
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the conceptualization and implications of public data spaces and related ecosys-
tems offer promising research opportunities. In this context my research question
arises: how can digital transformation enhance collaboration between public and
private actors in the maritime domain to align their interests while ensuring data
privacy and security?

In the empirical context, there are many reasons that clearly indicate the rel-
evance of the topic, but the research will focus on two aspects in particular: the
first one looks at the maritime sector as a the trade sector, the second one looks
at the maritime sector as a service provider for citizens. Regarding the first per-
spective, the maritime transport industry faces strong competitive pressure from
other modes of transport, many of which benefit from entire new infrastructures
(e.g. China’s Belt and Road, autonomous transport systems and new airports
such as those in Berlin, Beijing, Mexico City and Sydney). To remain an attrac-
tive and contemporary transport option in an increasingly digital economy, the
maritime ecosystem needs to create a new digital infrastructure that facilitates
the provision of reliable and predictable data on the real-time transit (7). The
second position emphasises the role of public administrations in the maritime
sector, focusing in particular on the case study of the Coast Guard, whose goal
is to remain competitive also through the digital services it provides to citizens.

The research goal is to give input to define the requirements of a public data
space for the maritime domain focusing on two key concepts that were high-
lighted in the theory development section: inter-organisational collaboration and
data security. The proposal stems from a study of current European projects,
such as Gaia-x 1, in which, however, the maritime sector is not included yet.
This is because although integrating the maritime sector would bring benefits
in economic and social terms, the maritime sector is very challenging due to its
scale and specific requirements, as mentioned above. The promotion of public
data spaces aims to ensure data sovereignty for organizations. This is achieved
by empowering them to exercise control and enhance data access, thereby estab-
lishing a secure, dependable, and transparent environment for data interchange
among various entities.The development of a public data space for the maritime
sector could improve monitoring of maritime traffic and ensure safe navigation,
optimization of maritime operations, protection of the marine environment, mon-
itoring of ship conditions, and identification of potential safety problems. As the
maritime domain is a diverse sector in terms of activities and therefore data, the
theoretical development chapter highlights what technologies are needed to be
integrated into a public data space depending on the activities and results to be
achieved, in detail I have chosen to focus on the two activities mentioned above,
real time monitoring of ships and the provision of administrative services.

The research design follows a deductive approach. Hence, in order to demon-
strate the proposed solution’s credibility I identified the Coast Guard case study.

1https://gaia-x.eu
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The case was chosen mainly as a result of a Luiss Business School project that
involved interactions with consultants in contact with the Coast Guards that I
followed as a thesis student and an interview I was able to obtain during a seminar
held by the Italian Coast Guard 2at the university. In summary, the findings show
regarding the real-time navigation data that the Italian Coast Guard currently
uses its own platform that permits the data integration with other players such as
Italian Space Agency (ASI) 3 and European Space Agency (ESA) 4. Instead, re-
garding the provision of administrative services, the digital transformation could
have a significant impact in terms of data security and privacy.

Looking back to the literature review context, some advantages of the proposed
solution have been shown, rather a future discussion could be focused on the as-
pect of European borders, as obviously the maritime domain has a more extensive
context. Indeed, although Gaia-x is an open and collaborative project towards
the world, currently the use cases presented are limited to the European context
because they are based on a series of principles, including security, interoperabil-
ity, data sovereignty and responsibility, which would be guaranteed at European
level and on which other countries should align.

2https://www.guardiacostiera.gov.it
3https://www.asi.it
4https://www.esa.int
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Chapter 1

Research Background

This chapter defines the research field of the paper, discussing the background
of the research topic and the current problems of interest. In detail, the chapter
traces the main topics that led me to develop an interest in the maritime domain
and increased my desire to explore further its level of digital transformation in
the next chapters.

1.1 The Automatic Identification System:

vulnerabilities and attack scenarios

Digital data streams (DDS) have been one of the main innovations in the mar-
itime industry, as they involve the continuous digital encoding and transmission
of data describing the state of an entity (8). The idea of using digital data to
track vessel movements dates back to the 1970s, when air traffic control engineers
began using the first radar and automatic identification systems to manage air
traffic. In the early 2000s, the first application of DDS for the maritime sector
was the Automatic Identification System (AIS), introduced by the International
Maritime Organization (IMO) in response to maritime safety concerns (Appendix
1). The system was implemented to improve the safety of vessel traffic through
automatic real-time information exchange and vessel tracking.

Since 2002, AIS has been a mandatory installation for international ships with
a gross tonnage of at least 300 tons and all passenger ships, regardless of size.
It has proven to be useful for the maritime industry, so even pleasure boats and
fishing vessels are now often equipped with AIS. According to the International
Maritime Organization (IMO), as of December 2021, there are more than 1.2
million AIS installations worldwide. Of these, over 900,000 are shipboard instal-
lations and over 300,000 are shore-based installations. Asia is the region with
the largest number of AIS installations, followed by Europe, Latin America, and
North America. With these estimated numbers, AIS is currently an important
technology and solution for:
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• maritime security solutions encompass a range of offerings, including aid in
security operation support, the monitoring and management of vessel traffic

•law enforcement services cover a broad spectrum, from addressing piracy issues
and combating illegal fishing activities to ensuring compliance with international
and national regulations, all of which are critical to assisting law enforcement
operations

• Search and Rescue (SAR) services

• maritime surveillance services include the monitoring of vessels in sensitive
regions, curbing drug smuggling, and bolstering border control

• environmental services encompass the monitoring of hazardous cargo, preven-
tive measures to avert ship-induced pollution, and swift responses to pollution
incidents

• fleet management services cater to commercial users such as shipping com-
panies and ship owners, offering comprehensive support for their activities

Ship operators and maritime regulatory bodies heavily depend on AIS as a com-
plementary tool to traditional radar systems, aiding in the prevention of collisions
and the determination of vessel positions. This is coupled with other technolo-
gies such as visual monitoring, audio communication, and long-range identifica-
tion and detection (LRIT). Due to its ability to furnish precise GPS coordinates,
course data, ground speed, and other relevant information, AIS has demonstrated
its superior utility in accident inquiries compared to the currently prevalent yet
less precise radar technology. Also because ship accidents also occur daily in Euro-
pean waters, as shown by the latest annual overviews (2022) of marine casualties
and incidents published by the European Maritime Safety Agency (EMSA)(9), it
is important to have the right tool to detect them.

Incidents at sea sometimes have causal and accidental components, but other
factors come into play when ships try to conceal their identity, location, or des-
tination. In these situations, vulnerabilities in communication systems can be
exploited for economic, geopolitical, and criminal or terrorist purposes. In fact,
AIS data has become the industry benchmark, despite its inherent limitations
of voluntariness, which is why its oversight is always under the control of Euro-
pean and global authorities, such as the Coast Guards. In this context, maritime
safety authorities are facing new challenges with preventive and simulation-based
approaches, trying to keep up with digitization to provide efficient services.

Given its primary importance and prevalence in maritime traffic safety, a com-
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prehensive security assessment of AIS is essential. The system can be evaluated
from both software and hardware (e.g., radio frequency [RF]) perspectives to
identify threats that have affected AIS implementation and protocol specifica-
tions. These include disabling AIS communications (i.e., denial of service - DoS);
tampering with existing AIS data (i.e., altering the information transmitted by
ships); triggering SAR alerts to navigate ships in hostile sea space controlled by
attackers; or simulating collisions to take a ship off course. It is interesting to
note some real cases where AIS has been contaminated with forged information
e.g., the case of Iranian ships falsely identified as belonging to Zanzibar when the
U.S. and Europe tightened sanctions related to nuclear programs according to a
Bloomberg article (10).

The following paragraphs aim to explain software-based and radio frequency-
based threats to AIS in order to understand the consequences of exploiting vulner-
abilities in the maritime domain. Three major threat categories can be identified:
spoofing, hijacking, and disruption of availability, which can be software-based,
radio frequency-based, or a combination of both, as shown in the summary table
provided in Figure 1.1:

Figure 1.1:
Summary of Identified AIS-Related Threats

In the following, some details about the main AIS threats based on radio fre-
quency are explained:

CPA SPOOFING
The Closest Point of Approach (CPA) works by calculating the minimum distance
between two ships, with at least one of them in motion. The CPA algorithm al-
lows ship captains to calculate the time and distance remaining before a potential
collision with another ship, assuming the ships are traveling at fixed speed and
direction. The CPA alarm is triggered if either parameter (Figure 1.2) falls below
the thresholds configured by the transponder. Using this algorithm, AIS allows
for the accurate location and identification of vessels within RF coverage, enabling
safer navigation when used in conjunction with traditional avoidance mechanisms
such as visual observation, voice communications, and radar. CPA spoofing thus
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consists of simulating a potential collision with a target vessel, triggering a CPA
alarm that could cause the target vessel to deviate from its course to hit a reef
or run aground during low tide.

Figure 1.2:
CPA Algorithm: Tcpa = time remaining before reaching the CPA point. Dcpa =
distance between the vessels before reaching the CPA point. Where w(ti) denotes
the distance between the vessels at a specific time (ti), and (Sr) and (Ss) are the

vessel vectors.

AIS-SART SPOOFING
SARTs represent autonomous devices that play a crucial role in identifying and
pinpointing boats and individuals during critical situations. AIS SARTs possess
the capability to trigger automatically upon contact with water, transmitting dis-
tress signals alongside GPS coordinates. These coordinates are instrumental in
aiding rescue teams in locating survivors. The act of manipulating AIS-SARTs,
known as spoofing, entails the creation of counterfeit distress signals and the
selection of specific coordinates by malicious actors. AIS transponders are man-
dated to activate alerts upon receipt of distress communications. Perpetrators,
including pirates, may exploit SART alerts to lure victims into navigating to-
wards hostile maritime regions under their control. It is essential to bear in mind
that, as mandated by legislation, vessels are obligated to engage in Search and
Rescue (SAR) operations upon receiving SAR messages.

AVAILABILITY DISRUPTION
• slot starvation entails the fraudulent emulation of maritime regulatory entities
to monopolize the complete AIS ”address spectrum,” with the objective of ob-
structing intercommunication among all the stations within the coverage area.
These stations encompass vessels, Aids to Navigation (AtoNs), and AIS access
points employed for traffic surveillance. Hence, attackers can disable AIS func-
tionality on a significant scale
• frequency hopping consists in impersonating maritime authorities to issue di-
rectives to alter the operational frequencies of one or more AIS transponders.
Given that receiving stations are bound to adhere to instructions from maritime
authorities, these frequency manipulation tactics endure. Attackers possess the
capability to instruct designated vessels to modify their frequencies upon entering
specific regions they select, effectively rendering AIS useless
• timing attacks is when malicious users possess the ability to influence the tim-
ing of AIS transponder transmissions by altering command inputs, effectively
obstructing any subsequent data exchange regarding vessel locations. Hence,
vessels may seemingly vanish from the radar screens equipped with AIS technol-
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ogy.

The following are the main software and RF based threats:

SHIP SPOOFING
Ship spoofing refers to the process of creating a valid but nonexistent ship by
assigning fictitious information. They can make it appear that ships are within
the jurisdiction of an opposing nation or that they are carrying nuclear cargo
while sailing in the waters of a denuclearized nation. Ship spoofing could create
problems for automated systems that identify data and make inferences based
on the collected AIS information. Attackers could falsify information to shift the
blame to another ship, for example.

AIS HIJACKING
AIS hijacking involves manipulating any information on existing AIS stations.
Attackers can maliciously modify the information provided by AtoNs (Aids to
Navigation) installed in ports by authorities to assist and monitor vessels. In the
software variant of hijacking, attackers can conduct man-in-the-middle (MitM) at-
tacks to receive ongoing communications and arbitrarily replace AIS information.
In the radio frequency version, attackers can replace the original AIS messages
with stronger false signals. In both cases, recipients receive modified versions of
the victims’ original AIS messages from the attacker.

In summary, AIS data has become the industry benchmark, but it has led to
increasing manipulation of data at sea. Research by Windward (11) sheds light
on the manipulation of AIS data in the real world, the extent of the problem,
and its implications, particularly for stakeholders in the financial and intelligence
sectors. The introduction of AIS data has tremendous potential for traders, as it
enables analysis at the micro level-revealing what a specific ship is carrying and
where it is going-and allows them to assess trends at the macro level, such as
oil supply projections for a particular country or projected imports and growth
in specific regions. Decisions are only as reliable as the data on which they are
based, and this axiom is especially true for model-based trading and quantitative
analysis, which require a high level of data reliability. The manipulation of AIS
has three main implications for the world of finance:

• Distorted view of commodity flows
Understanding cargo flows is directly linked to knowledge of actual ship move-
ments, and incorrect AIS data can lead to inaccurate and misleading analysis of
key parameters, such as the amount of a given cargo transported by sea

• Misunderstanding of supply and demand
Freight rates are determined by supply and demand in specific ports and areas.
Knowing how many ships are available at a particular port or what cargoes have
left the port is extremely valuable information. AIS data that can ”hide” ships
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or cargoes and obscure destinations can have a significant economic impact by
influencing the perception of supply and demand

• Impact on trading models
Trading models that rely on the data are designed to account for expected devia-
tions from the data. However, because AIS data are manipulated and there is no
validation mechanism to control this phenomenon, there is no way to ascertain
the extent of false data and adjust models accordingly

AIS manipulation is a rapidly growing global trend that challenges decision mak-
ers who rely, often unknowingly and unwittingly, on inaccurate and increasingly
manipulated data. As regulations have increased, the amount of AIS data has also
increased, but with diminishing quality as ships realize they are being ”watched”
through their AIS transmissions. To evade detection, the manipulation practices
described above are already being used, and others will surely come to light.
Starting with the AIS system, the next section outlines AIS’s progress toward
the new technologies available.

1.2 Digital transformation in maritime domain

Existing maritime communication systems include land, air, and space networks.
Most technologies for ship-to-ship and ship-to-shore communication use medium
frequency (MF), high frequency (HF), very high frequency (VHF) and very high
frequency (UHF) bands (12). Although these bands can provide relatively long
propagation distances, they support only basic applications such as half-duplex
voice calls, text messages, and automatic identification system (AIS).

Since the introduction of the AIS cyber-physical system, many steps have been
taken not only in terms of regulations. By its very nature, AIS is a completely
open and standardized communication protocol, and from the very beginning, this
feature has enabled interoperability among the AIS systems of different ships,
coastal infrastructures, and relevant authorities for safety and maritime traffic
monitoring purposes. With the development of information and sensor technol-
ogy, the era of AIS-originated big data began, making AIS data available and
accessible to the public. The author E. Lee et al. (13) summarized several AIS
data applications in the Figure 1.3.

Due to the flexibility of this data, it can be collected, analyzed, distributed,
stored, and visualized to improve ship monitoring and port management to en-
sure the safety of people, the environment, operations, and data. The impact
of digital transformation on AIS-generated data will be briefly discussed high-
lighting visualization tools, machine learning algorithms, advanced geolocation
techniques and cybersecurity techniques.
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Figure 1.3:
Automatic identification systems (AIS) and its applications by E. Lee et al. (13)

1.2.1 Data visualization techniques and Machine Learning
algorithms as a new dimension for value creation

Advanced visualization tools are used to present AIS data more clearly and intu-
itively, enabling navigation operators to quickly understand important informa-
tion. Visualization tools enable the creation of maps and graphs of AIS data that
can be used to identify problems and improve understanding of the data. For ex-
ample, they can be used to identify maritime traffic congestion or to monitor the
activities of ships in certain areas. Visualization of AIS data is an essential task
to facilitate data exploration and decision making. K. Wang et al. (14) provide
an overview of maritime traffic data visualization techniques and tools, such as
graphs, interactive maps, three-dimensional visualizations, heatmaps, flowcharts,
and Geographic Information Systems (GIS) tools, emphasizing that the combined
use of these techniques and tools enables effective visualization of maritime traf-
fic data, providing an in-depth understanding of traffic patterns and maritime
industry dynamics.

Artificial intelligence algorithms are used to analyze AIS data, making it possible
to identify patterns and anomalies in ship movements and predict future behav-
ior. This type of analysis is useful for maritime accident prevention and maritime
traffic management. As for artificial intelligence, there are techniques such as
cluster classification analysis that can analyze large amounts of AIS data and
identify patterns and correlations. For example, these techniques can be used to
detect suspicious ship behavior, analyze ship trajectories, analyze weather data,
and use heat maps to identify areas at highest risk of accidents or terrorist attacks
and alert maritime operators in real time. In addition, artificial intelligence can
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be used to improve the quality of AIS data, such as by eliminating false positives
or correcting positioning errors. The possibilities of analyzing AIS data using big
data techniques have already been explored, K. Wolsing et al. (2) proposed a re-
view of recent approaches to anomaly detection. The various techniques evaluated
can be identified in 3 main categories: one group is based on machine learning
(with neural networks or clustering), another group on stochastic methods such
as Gaussian models, and the other group uses geometric properties. The table in
Appendix 2 summarizes the results of the 44 anomaly detection approaches for
maritime AIS tracks. Although the methodologies differ widely, there are many
commonalities in the type of anomaly, such as course deviation being the most
important. In addition, most detectors focus on a specific region and thus require
new training to be applied to other regions.

1.2.2 From maritime to space:
new cybsersecurity challenges

Advanced geolocation techniques, such as satellite triangulation, are being used
to improve the accuracy of AIS data and provide greater visibility into the loca-
tion of ships for maritime traffic management and accident prevention. Maritime
authorities are already working with the European Space Agency (ESA) to inte-
grate AIS data with satellite imagery. In particular, Italy has proven to play a
leading role, with significant investment and strong involvement in the agency’s
key programs. According to recent estimates, Italy boasts positions at the top of
international rankings, ranking fifth in terms of innovation in the sector and sev-
enth in terms of public investment in space activities as a proportion of national
GDP, as well as second at the European level in terms of the number of assets
in orbit. (15). Indeed, ESA has developed several projects aimed at integrating
AIS data and satellite imagery for maritime surveillance, including the SAT-AIS
(Satellite Automatic Identification System) project, the MAR-SAT (Maritime Se-
curity Services) project, and the GMES (Global Monitoring for Environment and
Security) project. A practical example is the E-SAIL microsatellite (4) which
aims to increase the coverage of the Automatic Identification System, a short-
range coastal tracking system. Its main limitation is the earth’s curvature, which
limits its horizontal range to about 74 kilometers (16). With the use of satellites
this problem can be solved, making it possible to identify and track maritime
vessels around the world. With satellites circling the Earth, as shown in Figure
1.4, it is possible to scan the entire planet and have a complete image of the Earth
that makes the application possible.

When a ship’s AIS signal is transmitted to the satellite, it records and decodes the
ship’s identity before sending the signal to ground stations for further processing
and distribution, meaning that some of the data processing is done aboard the
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Figure 1.4:
ESAIL maritime microsatellite by ESA (4)

E-SAIL satellite. It is also capable of tracking more vessels than other satellites,
an impressive feat considering the size of this satellite.

In 2022, the EU identified space as a strategic domain in the Strategic Com-
pass and called for an EU space strategy for security and defense. It may seem
that space services are a rather distant frontier from cyber attacks compared
to others whose media resonance is certainly greater, but instead many of the
activities carried out in space are critical to the functioning of society and the
economy because they keep essential services running for government, private
companies, and citizens. There are two cases to better understand the impact of
cybersecurity attacks on satellite technologies. The first dates back to April 2023
and concerns China, which has declared its intention to build ”cyber weapons” to
intercept and monitor enemy satellites in order to knock out communications in
possible future scenarios of war on Earth (17). Somewhat like what has already
happened with the ViaSat KA-SAT satellite, which provides Internet connectiv-
ity to Europe, which was the target of a cyber attack at the beginning of the
Russia-Ukraine war on Feb. 24, 2022, and in May 2023 is still under attack
(18). Using wiper-type malware to format the modems of those who connected
to that network segment, called ”Acid Rain,” with the intent of making service
unavailable by preventing access to data or systems. In addition to the command
center of the Ukrainian Armed Forces, however, a German energy company was
also hit, losing control of more than 5,000 wind turbines. Thus, it is possible
to define an interrelationship between cybersecurity and space: cybersecurity for
space (examples are security of space applications, satellite technologies, protec-
tion of space assets and all satellite operating infrastructure) and cybersecurity
from space for the use of satellite space technologies to strengthen cybersecurity
on earth. In summary, technology development in this field can benefit the coun-
try, but at the same time exposes it to the risk of increasing the cyber attack
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surface. As the graph in Figure 1.5 shows, the scenario is constantly changing:
as the number of operational satellites increases, so do satellite incidents.

Figure 1.5:
Satellite incidents VS operational satellites (19)

“Cyber-attacks on the maritime industry’s operational technology (OT) systems
have increased by 900% over the last three years with the number of reported
incidents set to reach record volumes by year-end, latest data by cyber security
firm Naval Dome reveals.” (20).

F. Akpan et al. (21), highlight the cybersecurity challenges faced by the mar-
itime industry. One of the challenges mentioned is the threat of ransomware
attacks targeting shipping companies. For example, in 2017, Danish shipping gi-
ant Maersk fell victim to the NotPetya ransomware attack, resulting in significant
financial losses. This incident underscores the need for robust cybersecurity mea-
sures to prevent and mitigate such attacks. The same example is also reported
by L. Jensen (22) as a cybersecurity risk in the supply chain. This incident
underscores the need to strengthen cybersecurity collaboration and information
sharing among all actors in the maritime supply chain. In fact, this paper fo-
cuses on the challenges to achieve cyber resilience in the maritime industry. The
paper highlights the growing interconnectivity between ships, ports and other
stakeholders, which opens potential entry points for cyber threats. For example,
the integration of electronic data interchange (EDI) systems between ports and
ships enables efficient data exchange, but also introduces potential risks if not
adequately protected. Another challenge discussed is the vulnerability of oper-
ational technology (OT) systems on ships. OT systems, such as engine control
systems and navigation systems, are increasingly connected to networks, making
them potential targets for cyber attacks. For example, the U.S. Coast Guard
reported an incident in which malware infected critical ship systems, causing dis-
ruptions in ship operations. This highlights the importance of protecting OT
systems through network segmentation, access control, and regular patching.
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In the paper, Y. Jo et al. (23) delve into cyberattack models targeting ship
equipment using the MITRE ATTCK Framework, a comprehensive tool for cat-
egorizing cyber-attack techniques. The study presents a hypothetical scenario
illustrating how adversaries could exploit vulnerabilities in vital ship systems,
like navigation and engine controls, to compromise a vessel’s functionality. An
example discussed is the potential manipulation of the Automatic Identification
System (AIS), allowing attackers to tamper with vessel identities or disrupt com-
munications. This could lead to collisions or disruptions in maritime traffic by
impersonating other vessels or altering their positions. The article underscores the
importance of comprehending and countering various attack methods, including
network reconnaissance, credential theft, and command and control manipulation.
It emphasizes the necessity of implementing cybersecurity measures like network
segmentation, intrusion detection systems, and robust access controls to thwart
these attack vectors. These articles shed light on cybersecurity challenges con-
fronting the maritime industry, encompassing issues such as ransomware attacks,
vulnerabilities in operational technology, and the imperative for cyber-resilience
and supply chain security. Real-world incidents and potential attack scenarios
were discussed, underscoring the significance of robust cybersecurity strategies
to safeguard maritime assets and operations. The utilization of Open-Source
Intelligence (OSINT) within maritime intelligence was highlighted as crucial for
gathering, monitoring, and analyzing publicly available data across online plat-
forms, social media, and hacking forums. This serves to enhance situational
awareness, risk assessment, and decision-making regarding potential threats or
signs of compromise.

It was pointed out that as the rate of accumulation and scale of AIS data has
increased, algorithms have progressed and become faster across various sources.
This has led to an increase in the information value of AIS and the demand
for data integrity to ensure reliable application design and analysis results. The
mandatory implementation of AIS has led to the development of new applications
using AIS-derived data. Today, AIS has reached a level of maturity that allows
it to serve as a platform for further innovation, such as the integration of new
technologies and data sources. For example, the European space agency ESA
has developed a program called Integrated Applications Promotion (IAP) (24),
which aims to promote the development of innovative commercial applications
based on satellite data, including those using AIS data. These collaborations are
important because they allow AIS data to be integrated with other types of data,
such as satellite imagery, to improve understanding of maritime traffic and the
situation on the high seas. The vast potential of satellite systems is currently
underutilized. The added value that these systems can offer is considerable and
is unknown to users and service providers. However, there are regulatory, orga-
nizational, and security challenges that need to be addressed in order to fully
realize the potential of AIS as a platform for innovation.
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Starting with the introduction of AIS as the first major innovation and explaining
its evolution and new challenges, the status quo in terms of digitalization in the
maritime industry was outlined. From this emerged the strategic role of data in
the maritime sector, as a key concept. Hence, the research goal is to outline a
high-reliability data ecosystem in which the rules, standards, and technologies
used for data storage, security, and governance are defined to improve data qual-
ity, accessibility, and usability. In order to achieve this objective, it is fundamental
to understantd digitalization in the maritime domain and the main benefits and
challenges associated to the introduction of data spaces in this domain.
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Chapter 2

Literature Review

This chapter presents the literature relevant to this research. The goal is to
highlight how the literature address the need of a high-reliability data ecosystem
creation.

2.1 Data Value

From all that has been said so far, it is evident that the value of the AIS and com-
plementary systems is the data transmitted, and it will be fundamental to rethink
an ecosystem around them as “the strategical alignment structure of the multi-
lateral set of partners that need to interact in order for a focal value proposition
to materialize” (25) or as described in the management conceptual framework by
L. Thomas as “a community of hierarchically independent, yet interdependent
heterogeneous participants who collectively generate an ecosystem output” (5).
The existing literature offers a wide range of perspectives and approaches to ad-
dress the concept of a data ecosystem. On this matter, the “pie model” by G. L.
Romme et al. (26) offers a wide overview of the main feature of an ecosystem. A
data ecosystem based on AIS data could involve heterogeneous actors and sectors
to create a coordinated and modular environment (27) for the processing and use
of such data. The minimum requirement of such an ecosystem would certainly lie
in the quality of the data, so an integrated collection of data from other different
sources (such as satellite data) and the capability to process and manage the col-
lected data is required. Therefore, the entire data architecture that deals with the
overall design and organization of the organization’s data resources, including the
rules, policies, standards, and technology used to manage and maintain the data
needs to be reviewed. This must embrace data models, data structures, data flow,
data storage, data security, and data governance. The final purpose is to have a
well-designed data architecture that could improve the quality, accessibility, and
usability of data and ensure that data is consistent, accurate, and reliable across
different systems and applications.

From the literature, it is possible to extrapolate a key fundamental concept:
collaboration among ecosystem participants is a crucial factor in the success and
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resilience of the ecosystem. This is not possible without adequate data security
and protection that enables secure information sharing. As already mentioned,
the value of data in the digital society increases day by day becoming a strate-
gic resource, generating economic, social, and cultural value, as highlighted by
C. Alaimo et al. (28). However, this value can be compromised whether data
is not adequately protected. Therefore, data security becomes a key element in
ensuring the continuity and prosperity of organizations and society as a whole.
As reported by M. Jovanovic et al. (29), data security, together with platform
architecture and governance, contribute to ensuring the trust of users and in-
dustry players but also to expanding the value of digital platforms that depend
closely on data and are increasingly interconnected to deliver advanced services
and functionality. In the paper ”When Data Becomes Infrastructure and our
Lives Depend on it” (30)the author E. B. Swanson affirms that data has become
a critical infrastructure element for the functioning of our modern societies. Our
lives are increasingly dependent on data, which is used in a wide range of sectors,
from critical infrastructure to communications, from healthcare to the economy.
Therefore, data security is essential to protect our society and preserve user trust
in new technologies.

These concepts can be leveraged in rethinking data as the fulcrum of an ecosys-
tem in which players act to realize a shared value proposition. The collaboration
and sharing of information will have positive consequences on products, prices,
services, and businesses on a diverse range of applications. The focal point is the
design a data ecosystem with a properly defined and reliable data architecture
that could have the potential to influence other fields of society, from monitoring
raw materials to the tourism industry or the agriculture sector, from insurance
to urban planning services and natural catastrophes estimation, and even moni-
toring illegal activities.

2.2 The emergence of public data spaces

Public data spaces (Appendix 3), unlike the private digital platforms discussed in
the academic literature, present an ecosystem approach to digital commerce mod-
els. This approach creates new challenges and opportunities for both providers
and users participating in such spaces. While private platforms often focus on
direct interactions between the parties involved, public data spaces highlight a
broader vision, involving multiple actors in a collaborative environment. More-
over, the public ecosystem consisting of a public data space differs significantly
from an ecosystem based on private digital platforms. While these additional
dependencies can increase the level of complexity for organizations seeking to use
public data spaces, data spaces can provide new perspectives for digital inno-
vation at the ecosystem level. Within platform ecosystems, the locus of digital
innovations seems to be increasingly shifting from the organizational level to the
ecosystem level. In the context of public data spaces, this implies that innovation
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is not driven solely by individual organizations, but by the collective efforts and in-
teractions of the various participants within the ecosystem. This change requires
a new mindset in which organizations recognize the importance of collaboration
and co-innovation with external partners. In addition, public data spaces lack a
single platform owner who attempts to manage the platform ecosystem, holding
the actor accountable. The absence of a single platform owner responsible for
managing the ecosystem introduces a particular challenge. Unlike private plat-
forms with clear ownership structures, public data spaces lack a central authority
that can oversee and govern the entire ecosystem. This decentralized nature can
make decision-making and coordination more complex. However, it also opens
the door to more democratic and community-driven innovation, where different
actors collectively contribute to shaping the direction of the ecosystem. This of-
fers the opportunity for distributed ownership and a shared sense of responsibility
among ecosystem participants. In more detail, the comparison between private
digital platforms and public data spaces is well summarised by the authors D.
Beverungen, et al. (6) through a table, shown in the Figure 2.1.

Figure 2.1: Comparison of private digital platforms and public data spaces
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Use of the term has increased significantly in recent years, driven by growing
awareness of the importance of data sharing, interoperability and information
networking. In recent years, the concept of public data space is beginning to be
embraced by a growing number of governments and businesses. In Europe, for
example, the European Commission launched the Open Data 500 project in
2018, with the goal of making 500 datasets publicly available by the end of 2020.

The reference paper for this part of the literature is ”From Private Digital Plat-
forms to Public Data Spaces: Implications for the Digital Transformation” by
D. Beverungen et al. (6), in which the author discusses the potential of public
data spaces to foster innovative progress and digital transformation. The au-
thor argues that public data spaces can provide a more open and collaborative
environment for data sharing and collaboration, which can lead to new insights
and innovations. In particular, the paper gives a precise definition of public data
spaces as ”digital infrastructures that enable the open and coordinated use of
data by a wide range of actors, including governments, businesses, and citizens.”

Furthermore, the author highlights the potential benefits of public data spaces
that could play a significant role in digital transformation, with the acknowledg-
ment that there are challenges that need to be addressed before public data spaces
can be fully realized. For my research, it could be helpful to draw attention to
some of the main strengths and challenges of public data spaces.

STRENGHTS

• increase transparency and accountability: public data platforms have the
potential to simplify citizens’ ability to oversee the utilization of their data and en-
sure that governments and corporations are answerable for their conduct. Through
facilitating data accessibility in a more inclusive and available manner, individ-
uals can gain insights into the utilization of their information, fostering an at-
mosphere of transparency in data handling. This enhanced transparency can
cultivate increased trust among citizens, governments, and businesses, as their
actions become more apparent and open to examination. Moreover, it promotes
conscientious data administration and ethical deliberations, adhering to the prin-
ciples of FRAND (fair, reasonable, and non-discriminatory)

• improving efficiency and innovation: public data spaces hold the promise
of boosting government service efficiency and fostering innovation by facilitating
businesses’ access to and utilization of data. Governments can streamline their
processes by harnessing data for well-informed decision-making, optimizing re-
source allocation, and crafting more precise policies. Furthermore, these data
spaces serve as a fertile breeding ground for innovation, allowing businesses to
tap into the data resources to create novel products, services, and solutions that
tackle societal issues. This harmonious relationship between data accessibility,
government efficacy, and entrepreneurial innovation contributes to a more agile
and adaptable ecosystem
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• enhancing social welfare: public data spaces can have a substantial impact
on enhancing the overall welfare of society, especially during critical periods like
public health crises or conflicts. These platforms, which offer access to up-to-date
information, enable governments and institutions to better monitor and respond
to emergencies. This accessibility of real-time data promotes greater collabora-
tion among different entities, resulting in more efficient crisis management and
ultimately contributing to the well-being of society

CHALLENGES

• data quality: The effectiveness of public data spaces hinges on the quality of
the data they contain. It is of paramount importance to ensure that the data is
not only accurate but also complete and regularly updated. Data quality stands
as a foundational concern in the context of public data spaces. To be a valuable
resource for users and organizations, the information shared within these spaces
must be dependable and trustworthy. If the data is inaccurate or outdated, it
can lead to misguided decisions and potentially damage the overall credibility of
the entire public data ecosystem. To maximize the utility of public data spaces,
it is crucial to establish mechanisms for verifying and maintaining data quality.
In the Information System Research field, the existing body of literature empha-
sizes data as a pivotal resource for innovation and value creation. Additionally,
the emerging interest in promoting data spaces and related ecosystems for pub-
lic benefit is beginning to attract research attention. (31) (32). A particular
attention goes to the paper (33), in which the authors explore analytics-based
services (ABS) for generating value for customers through data analysis. The
researchers have categorized four unique typologies of ABS that underscore the
intentions of providers when furnishing these services: 1) enhancing data ac-
cessibility for customers, 2) presenting insights derived from data, 3) offering
data-driven suggestions, and 4) facilitating innovative approaches to conducting
business operations. This research underscores the vital role of data as a strate-
gic asset and demonstrates how companies are leveraging data and analytics to
create innovative, customer-centric, and value-generating business opportunities.
It provides valuable insights into the potential for innovation and value creation
through existing data and analytics solutions. Furthermore, the emergence of
data spaces is expected to expand the volume and diversity of available data,
along with the techniques for analyzing them.This expansion is anticipated to
lead to the development of new analytics-based services, opening up additional
opportunities for businesses to create value.

• data governance: The establishment of clear and well-defined rules and reg-
ulations governing data sharing and usage within public data spaces is of utmost
importance. This serves the dual purpose of safeguarding individuals’ privacy
and enhancing security while fostering a sense of trust among all participants
involved. Effective data governance is a fundamental requirement for creating a
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framework that strikes a balance between openness and responsible utilization.
By outlining specific guidelines pertaining to data access, sharing, and manage-
ment, public data spaces can effectively mitigate potential risks associated with
unauthorized access or the inappropriate use of sensitive information. Robust
data governance practices ensure that individuals engaging with the public data
ecosystem can do so with confidence, knowing that their data rights and privacy
are upheld and respected. It’s important to note that public data spaces are
constructed upon infrastructure provided by public entities. While this config-
uration offers various advantages, such as enabling data protection and security
measures, there may still be incentives for stakeholders to influence and shape
the infrastructure to their advantage. Consequently, questions regarding how the
governance structure of the ecosystem can influence the digital transformation of
organizations and how these organizations are adapting to the evolving platform
landscape become crucial considerations.

From what has been said so far, public data spaces can be applied to maritime
domain in order to collect and share maritime data from a variety of sources, such
as ships, ports, and weather stations. This can help to improve the quality and
reliability of maritime data by providing a more comprehensive and up-to-date
picture of the maritime environment. Furthermore, public data spaces can be the
first step to develop and deploy new maritime data applications. For example,
public data spaces could be used to develop new reliable applications that track
maritime traffic, predict weather conditions, or identify potential hazards. These
applications can help to improve the safety and efficiency of maritime operations.
Last but not least, public data spaces can be used to foster collaboration between
different stakeholders in the maritime industry, but not only, creating a true data
ecosystem.For example, public data spaces could be used to bring together ship
owners, port operators, and government agencies to share data and develop so-
lutions to common problems. This can help to improve the overall safety and
efficiency of the maritime industry. Of course, the public data spaces challenges
persist also in this case, in terms of security and privacy of maritime data, and
rules and regulations for how maritime data can be shared and used.

In a nutshell, public data spaces are promoted to guarantee data sovereignty
to organizations by enabling control and optimization of data access, thus ensur-
ing a secure, reliable, and transparent space for data access and exchange between
different parties. The pooling of data of the same type or complementary nature
may enable organizations to co-create innovations that are not possible with the
resources of a single organization.

2.3 European data spaces frameworks

In February of 2020, the European Commission announced the European Data
Strategy (34). The primary objective of this strategy is to establish a unified
data market within the EU, facilitating the efficient and secure exchange of data
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across various sectors. This initiative aligns with the Commission’s overarching
goal of advancing the European data economy while upholding fundamental Euro-
pean values, including self-determination, privacy, transparency, security, and fair
competition. To realize this vision, it is imperative that the regulations governing
data access and utilization are equitable, transparent, and easily implementable.
This necessity becomes even more pronounced as the European data economy
experiences rapid growth, surging from 301 billion euros (2.4% of GDP) in 2018
to an anticipated 829 billion euros (5.8% of GDP) by 2025.

Initiatives such as International Data Spaces (IDS) and GAIA-X are essential
for creating domain-specific data spaces and for their interconnection in a Eu-
ropean data and infrastructure ecosystem. They define standards and provide
software architectures for fair data sharing and reliable data spaces. The IDS
and GAIA-X projects are closely aligned to enable seamless integration of the
architectures and supporting processes.

2.3.1 International Data Spaces - IDS

The International Data Spaces (IDS) (35) project was launched in 2015 by the
German Federal Ministry for Education and Research with the goal of design-
ing and prototyping a distributed software architecture for data sovereignty. In
parallel, the IDS Association (IDSA) was established as a non-profit industrial
association and resumed the research work to further develop it within the IDS
Reference Architecture Model (IDS RAM). The IDS RAM is a description of
the architecture of a technology-independent data space. The central software
components described in the IDS RAM (e.g., IDS Connector, IDS Broker, IDS
Clearing House) have been incorporated into the DIN SPEC 27070 standard,
which provides a blueprint for a secure gateway for reliable data exchange. As
of August 2023, IDSA counts 145 members from 28 countries. The main goals of
IDS can be summarized by 5 concepts strongly linked to each other:

• Trust. It is an essential element in facilitating data sharing within a data
ecosystem. Participants need to have confidence in both the reliability of the
systems involved and the assurance that other members of the data ecosystem
acquire valuable data. It is crucial that this data is utilized in strict adherence to
the usage policies set forth by the data provider. Prior to gaining access to the
ecosystem, each participant and IDS software will undergo a certification process.

• Security. All IDS systems must meet state-of-the-art security standards to
ensure data trust and sovereignty. Therefore, security requirements must be in-
cluded in the certification criteria.

• Data sovereignty. It can be defined as a natural person’s or corporate en-
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tity’s capability of being entirely self-determined with regard to its data. This
means that the data owner can define usage restrictions for their data before
sharing it with consumers. Data consumers must accept the usage restrictions.

• Data ecosystem. It enables new business models that individual actors can-
not achieve alone due to not having access to the entirety of the data. No single
actor possesses all the required data to offer an innovative service. Hence, a data
ecosystem requires a data space to enable these novel and innovative services.

• Standardized interoperability. It is crucial for establishing the data environ-
ment, given that diverse data ecosystems will engage in the exchange of assorted
data formats and communication protocols. The critical aspect of achieving this
lies in the standardization of interoperability, which allows each system to seam-
lessly interact within the framework of the IDS. To achieve this, the IDS architec-
ture is meticulously outlined within a reference architecture model. This model
encompasses a comprehensive semantic description of data and endpoints, and
certification serves as the mechanism to validate that each system aligns with the
prescribed architecture and effectively utilizes the information model as stipu-
lated. Additionally, it’s worth noting the DIN 27070 standard, which specifically
defines the IDS connector.

As already mentioned, data spaces must be seen in the context of the ecosys-
tem they support and the underlying software infrastructure. If we focus on the
ecosystem point of view, we can immediately define different actors that may
choose to enter the ecosystem under different roles depending on the level of in-
teraction and organization, detailed in the Figure 2.2.

Figure 2.2:
International Data Space role categories

The core participants are actively engaged and mandatory whenever data inter-
change occurs within the IDS:

• A Data Owner is described as an individual or a legal entity responsible
for creating and/or maintaining control over data. This control is established
through the formulation of usage policies and the authorization of data access.
Data ownership needs, at least, the technical capability and accountability for
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defining usage agreements and enabling data access.

• A Data Provider role involves supplying data for exchange between a data
owner and a data consumer, utilizing software components aligned with the IDS
reference architecture model. In most instances, although not obligatory, the
data provider and the data owner may be one and the same entity. Establishing
a direct connection between a data provider and a data consumer is feasible. To
facilitate a data request, the data provider can transmit relevant metadata to a
broker service. Additional actions may include transaction logging at a clearing
house and the enhancement or transformation of data through the utilization of
data apps.

• A Data Consumer receives data from a data provider. From a standpoint
of business process modeling, the data consumer represents the counterpart to
the data provider, and as such, the activities carried out by the data consumer
closely resemble those performed by the data provider. Before connecting to a
data provider, the data consumer has the option to search for existing datasets
by submitting an inquiry to a Broker Service Provider.

• A Data User, such a data owner, is the legal entity holding the legal au-
thority to utilize the data owned by a data owner, as stipulated by the usage
policy. In many cases, the data user is the same of data consumer. Nevertheless,
situations may arise where different participants assume these roles.

• An App Provider develops data applications designed for use within the
IDS framework. To be deployed, a data application must adhere to the IDS
system architecture. Furthermore, data applications can undergo certification
by an authoritative body to enhance trust in these applications. Application
providers are obligated to furnish comprehensive descriptions of each data appli-
cation, including semantics, functionality, interfaces, and other relevant aspects,
using metadata conforming to an established metadata model.

Intermediary participants function as trusted entities, encompassing roles such
as Metadata Broker Service Provider, Clearing House, App Store, Vocabulary
Provider, and Identity Provider. These roles should exclusively be entrusted to
reputable organizations. The federated architecture of IDS encompasses the oper-
ation of (virtually) centralized components that oversee distinct aspects of service
provisioning within the data realm.

Software and service providers encompass IT companies that offer software and/or
services (for instance, in a software-as-a-service model) to IDS participants. Roles
falling under this category include App Providers, Service Providers, and Software
Providers. A software provider furnishes the software to implement the function-
alities required by the IDS. Unlike data applications, the software isn’t supplied
via the App Store, but rather distributed through the usual channels of software
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providers and employed based on individual agreements between the software
provider and the user (such as a data consumer, data provider, or intermediary
service provider). If a participant lacks the necessary technical infrastructure to
engage with the IDS, they can transfer the data intended to be available within
the IDS to a Service Provider that hosts the essential infrastructure for other or-
ganizations. This role also encompasses providers offering additional data services
(such as data analysis, data integration, data cleansing, or semantic enrichment)
to enhance the quality of data exchanged within the IDS.

The governance role is based on the Certification Body and the International
Data Spaces Association. The International Data Spaces Association operates as
a non-profit organization dedicated to fostering the ongoing advancement of Data
Spaces, with its membership comprising predominantly of major industrial cor-
porations, IT firms, small and medium-sized enterprises, research organizations,
and industry associations. Oversight of participant certification and the technical
core components within the IDS falls under the responsibility of the Certification
Body and the Evaluation Facility.

2.3.2 Global Architecture for Interoperable Automated
Data Spaces - Gaia-X

The initiative known as Gaia-X (36), which was initiated in 2019 under the collab-
oration of the German and French Ministers of Economy, aimed to safeguard the
autonomy of businesses over their industrial data, even in situations where such
data is stored on cloud service platforms located outside the European Union,
preventing any loss of control.It was officially authorized on December 21, 2021.
The project aims at data sovereignty in a broad context,such as IDSA does, from
data sharing and exchange to data storage and data handling on cloud platforms,
as stated in the position paper (37). The Federation Services form the core
of the GAIA-X architecture. It will offer a range of ”federation services” that
will enable interactions among all participants without any specific company as-
suming a dominant role in controlling the flow of information.They comprise a
federated catalogue of distributed services, sovereign data exchange, identity and
trust management, and compliance services.

Nowadays, Gaia-X counts more than 370 members, representing both users and
21 hubs across the world. The establishment of national Gaia-X hubs, functioning
as independent think tanks, ambassadors of the Association, further accelerates
the emergence of new data spaces and use cases at the national level before these
are subsequently extended to a European and global scale. The membership in-
creases for 40% since 2021 and the country membership increases by 24% since
2021. Gaia-X partners share the notion that data spaces will play a role in the
digital business similar to what the web did 40 years ago in propelling the growth
of the Internet. In order to show the increasing relevance of data spaces and
specifically of the Gaia-X initiatives, I found an histogram of Gaia-X Member
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distribution by country dates on end of April 2022 and so I decided to investigate
the actual members dates on August 2023. In order to do that, I collected the
data about the actual members from the website and in analyzing the data I
used the Python programming language and some supporting libraries, including
Pandas 1 for data manipulation and Matplotlib 2 for visualization in order to
create the bar graph with the comparison of the members from April 2022 to
August 2023, as shown in Figure 2.3.Furthermore, I decided to used the Python
programming language to create a map to have a graphical impact of the distri-
bution of members in the world (Figure 2.4). For manipulating geospatial data,
I used the Geopandas 3 library, and for creating the interactive map I leveraged
Folium 4.

Figure 2.3: Gaia-X Member distribution by country (2022 vs 2023)

1https://pypi.org/project/pandas/
2https://pypi.org/project/matplotlib/
3https://pypi.org/project/geopandas/
4https://pypi.org/project/folium/
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Figure 2.4: Gaia-X members distribution in the world

Gaia-X is an initiative aimed at providing a regulatory and technical frame-
work that supports the creation of data ecosystems and infrastructures.The infras-
tructure serves as the underlying framework for creating data spaces (as described
in the European Data Strategy ), which will lay the groundwork for ”advanced
intelligent services.” These services will be centered around ”collaborative use
cases,” wherein multiple parties agree to share data with the aim of enhancing
supply chain process efficiency (smart and interconnected supply chains result in
savings of around 20%) and bringing new value to competitive situations (such
as data spaces concerning mobility where each provider shares their routes, real-
time traffic data, and costs, facilitating the development of innovative mobility
services).

As identified by the authors in the paper ”Data control coordination in cloud-
based ecosystems: The EU GAIA-X Ecosystem” (38), the main challenge of this
ecosystems is about control bottlenecks: uncoordinated data control limits value
creation. To address these data control bottlenecks (summarized in the table
in the Figure 2.5), coordination among actors within an ecosystem is essential,
along with establishing multilateral data control agreements prior to engaging
in innovative activities that lead to value co-creation. For instance, Gaia-X is
constantly ongoing and employs the IDS RAM to ensure data usage controls and
compliance.
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Figure 2.5: Data control bottlenecks

The Framework builds upon the evolution of the X-Model and enables the
transition from disjoint data and infrastructure ecosystems, to composable, inter-
operable and portable cross-sector data sets and services. The Gaia-X framework
aims to connect the Data and Infrastructure Ecosystems and relies on 3 concep-
tual pillars to achieve that:

• Gaia-X Compliance: decentralized services to enable objective and measur-
able trust. Gaia-X defines a set of rules and principles that must be followed
by organizations that want to participate in the Gaia-X ecosystem. These rules
and principles are designed to ensure that data is shared in a secure and reliable
manner.

• Data Spaces and Federations: interoperable and portable cross-sector data-
sets and services. Gaia-X defines the concept of a data space, which is a virtual
environment where data can be shared and exchanged. Data spaces can be public
or private, and they can be used to share a variety of data types, including
personal data, business data, and scientific data. Gaia-X defines the concept of a
Federator, which is a software component that facilitates the interaction between
different data spaces. The Federator ensures that data is exchanged in a secure
and reliable manner, and it also ensures that the rules and principles of Gaia-X
are followed. The Figure 2.6 shows the role of the data provider, data consumer
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and Federator:

Figure 2.6:
Data space roles and responsibilities

• Data Exchange: anchored contract rules for access and data usage. Gaia-X
defines a trust framework that provides a way for organizations to assess the trust-
worthiness of other organizations that want to participate in the Gaia-X ecosys-
tem. The trust framework is based on a set of criteria, such as the organization’s
security practices and its compliance with the Gaia-X rules and principles.

For each of these pillars there are 3 types of deliverables: Functional specifi-
cations, Technical Specifications and Software.

The Gaia-X framework is still under development and it has the potential to
revolutionize the way data is shared and exchanged in Europe, and it could help
to boost innovation and economic growth. The framework aims to provide:

• Security. Gaia-X is designed to ensure that data is shared in a secure and
reliable manner. The framework includes a number of security features, such as
encryption and access control.

• Interoperability. Gaia-X supports a variety of standards and technologies,
which makes it interoperable with other systems. This makes it easy to share
data between different organizations.

• Federated governance. Gaia-X is a federated framework, which means that
there is no central authority. This makes it more flexible and adaptable to dif-
ferent needs.

• Openness. Gaia-X is an open framework, which means that it is open to all
organizations. This makes it more inclusive and accessible.
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2.4 Research Question

The authors of the paper ”From Private Digital Platforms to Public Data Spaces:
Implications for the Digital Transformation” (6) present a set of relevant research
questions in order to inspire researchers aiming to investigate this topic, summa-
rized in the Figure 2.7. Based on the questions already formulated in the litera-
ture, the research question to address is:

How to build a public data space for the digital transformation of maritime
activites? What technical foundations are required to support secure and trusted
data and application sharing in the maritime sector?

The aim of this research is to investigate a new field of application of public
data spaces to provide interesting considerations about the possible adoption
and development of public data spaces in the maritime domain.Hence, the re-
search contribution is the definition of the requirements for a reliable data space
where public and private players of the maritime domain can align their interests
to pursue digital transformation in their activities.

From an academic perspective, the research can extend the existing literature
by providing interesting theoretical considerations on the benefits and challenges
of the technology in the maritime sector. From a managerial perspective, the con-
tribution of this research is about providing an inspiring and innovative example
that can serve as a guide on how to develop and implement this technology at the
European level in the maritime sector or in sectors with similar characteristics.

Figure 2.7: Research questions by D. Beverungen, et al.
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Chapter 3

Theoretical Development

The GAIA-X architecture in combination with the IDS RAM forms a “blueprint”
for data space implementation. Starting from the knowledge gained by the liter-
ature, this chapter aims to give a contribution to the literature review in order
to define the necessary requirements of a public data space in maritime domain.
In particular, the research addresses the topic from the two main maritime sector
perspectives already presented in the introduction section, as trade sector and as
administrative services provider. To achieve these goals, the chapter is divided
into a first section in which a framework is outlined to understand the complexity
of the data fragmentation problem in the maritime sector and the importance of
a public data space to solve it, the second section will go into more detail on the
specific requirements of a data space for the maritime domain.

3.1 Framework design to ensure high reliability

of maritime data

1. Current situation

The maritime industry is characterized by increasing digitization and the in-
creased use of technologies such as big data, artificial intelligence, and the In-
ternet of Things (IoT). This digitization has led to an increase in the amount
of data available in the maritime sector, but it has also highlighted the need for
improved data sharing and collaboration.

2. Problem

The main problem in the maritime sector is data fragmentation. Currently,
maritime data are distributed across a wide range of sources, including ships,
surveillance systems, port authorities, and other organizations. This fragmen-
tation makes it difficult to obtain a complete view of the maritime domain and
make informed decisions.
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3. Solution

The proposed solution in this research is the creation of a public data space for
the maritime domain. A public data space is a secure and reliable environment in
which data can be shared and collaborated by different organizations. This could
enable the development of new maritime applications and services that improve
safety, efficiency, and sustainability.

4. Key concepts

The 3 main aspects to consider are: interoperability, sovereignty, and trust and
security. These 3 concepts can be declined in different ways depending on the
level of ecosystem involved, as the Figure 3.1 shows (39).

Figure 3.1:
Data space features VS level of ecosystem

5. Gains

The benefits that a public data space used in the maritime sector would bring
are many in terms of efficiency, security and sustainability, both for navigation
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data and for the services the maritime sector provides as a public administra-
tion to the citizen. For navigation data, a public data space would allow data
from different sources, such as automatic identification systems (AIS), satellite
systems, and surveillance systems, to be shared and integrated. This would pro-
vide a more comprehensive view of maritime traffic, improving the safety and
efficiency of operations, improving the real-time monitoring for authorities, de-
veloping new maritime applications and services, such as automated navigation
systems or navigation assistance systems.

A public data space has the potential to enhance the provision of services by the
maritime sector when it operates as a public administration serving citizens. This
improvement would result from the increased accessibility and efficiency that such
a data space can offer. For instance, it could expedite the delivery of maritime-
related information and services to citizens, including data on maritime traffic,
weather conditions, and safety alerts. Furthermore, it could pave the way for the
development of new maritime services tailored for citizens, such as navigation as-
sistance and maritime transportation services. To gain a deeper understanding of
the dynamics between citizens and public administrations, the Public Encounter
model, initially introduced by Charles T. Goodsell in 1981, serves as a valuable
framework (40). Recently, Lindgren et al. updated this model in 2019 to account
for contemporary factors that influence interactions between citizens and public
administrations, including the impact of technologies (41). These adaptations
highlight the significance of user experiences and interactions when examining
the maritime sector engagement with citizens in the digital age.

6. Challenges

Finally, the framework recognizes that developing a public data space for the
maritime domain is a complex challenge. Some of the challenges might be techni-
cal, organizational, in terms of data governance, and last but not least economical.
The establishment of European data spaces still faces technical, organizational,
and economic challenges. Technical challenges involve specifying and supporting
the data-sharing lifecycle with a common framework for data-sharing agreements,
managing data ownership policies with semantic and behavioral interoperability,
incorporating data provenance mechanisms for data sovereignty and trustwor-
thiness, and defining a decentralized architecture agreed upon by all relevant
stakeholders. Organizational challenges encompass supporting practices for trust
management, including security, privacy, and assurance management, and adapt-
ing data spaces to the specific needs of discrete ecosystems, considering domain,
sector, or territorial requirements. Economic challenges include finding the bal-
ance between ethical/societal concerns and economics, providing agile support of
data monetization models for data spaces’ success, and furnishing mechanisms for
incentivizing data sharing and exchange, crucial for high-volume data sharing.
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3.2 Technical foundations for secure and trusted

data

The project goal is to outline a federated environment, ensuring the secure, effi-
cient, and reliable exchange and dissemination of maritime data among endorsed
participants in both maritime and terrestrial domains. This effort aligns with the
architectural framework and recommendations advocated by the International
Data Spaces Association (IDSA). The research endeavors to realize three pri-
mary goals: enabling transparent data access, establishing a secure, resilient, and
efficient communication channel between maritime vessels and onshore entities,
and streamlining the digital provision of dependable services.Therefore the two
application cases (maritime sector as trade and public services) will be used to
validate these three goals. Due to the frequent occurrence of data generated and
possessed by entities distinct from those delivering services reliant on such data,
there is an imperative to devise a novel framework for sharing data with trustwor-
thiness. This framework necessitates an arrangement wherein data proprietors
maintain direct authority over access privileges, irrespective of the data’s phys-
ical location. Within the maritime industry, there is an absence of established
conventions to fulfill this requirement. To address this void, we can consider the
data sharing and exchange procedures outlined within the IDSA methodology,
specifically concerning Industrie 4.0. The IDSA approach prioritizes the secure
dissemination and sharing of trusted data, empowered by robust data ownership
and control measures. It leverages contemporary cryptographic techniques to
uphold ownership records of data objects, regardless of their storage locations.
Data owners, identified via electronic signatures, can then securely grant access
to third-party data consumers. As pointed out in the conclusion of the literature
review, the IDSA Reference Architecture Model can be adopted as a blueprint
for the implementation of data spaces, aligning with widely accepted system ar-
chitecture models and standards (e.g., ISO 42010). Indeed, IDSA RAM (Figure
3.2) uses a five-level structure that expresses the concerns and views of various
stakeholders at different levels of granularity.The model presents 5 layers dimen-
sion and 3 perspective that need to be implemented across all layers, the research
focuses on the business and functional layers. In this context, the concept of data
spaces for maritime can be defined as an ecosystem for secure and reliable data
exchange based on the principles and reference architecture model promoted by
IDSA.
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Figure 3.2:
General structure of the IDSA Reference Architecture Model

BUSINESS LAYER

The business layer serves as a delineation of the various roles individuals can
assume within a data environment, outlining the key tasks and interactions affil-
iated with each role. This framework actively contributes to the formulation of
inventive business models and digital, data-centric services, which are accessible
to participants within the data environment. It presents a conceptual portrayal
of these roles within the data ecosystem, essentially serving as a foundational
model for the more technically-oriented layers. Consequently, the business layer
outlines the prerequisites that the functional layer must satisfy.There are four
main categories of roles: core participants, intermediaries, software and service
providers, and governance body (already mentioned in section 2.3.1).

The core participants are actively engaged and mandated each time informa-
tion is shared within the data environment. The data owner establishes policies
governing data use and grants access to the data. Typically, a participant serving
as a data owner simultaneously takes on the role of a data provider. The data
provider ensures data availability for exchange between a data owner and a data
consumer. Furthermore, the data provider communicates pertinent information
regarding the data owner and their data offerings to a centralized intermediary
service provider responsible for housing and presenting metadata collected from
all available data providers within the data environment. The process involves
the transfer of data from a data provider to a data consumer. From a busi-
ness process modeling standpoint, the data consumer essentially mirrors the data
provider, performing activities similar to those executed by the latter. To access
available data offerings, the data consumer can interact with the user interface
provided by the broker service provider, allowing them to search for and query
data. The data consumer has the option to establish a direct connection with the
data provider or connect through the intermediary services of the broker service
provider. The data user is the authorized entity with legal permission to utilize
the data owned by a data owner, in accordance with the usage policy. This role
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is analogous to the data owner, who holds legal control over their data. In most
instances, the data user and data consumer are one and the same.

Intermediaries play a vital role in the realm of data, instilling trust and furnish-
ing metadata and data catalog functionalities. They cultivate a business model
ecosystem centered on the provision of data and services. These intermediaries
encompass the identity provider, broker service provider, and clearing house. The
identity provider’s primary function is to deliver a service that involves creating,
maintaining, managing, monitoring, and validating the identity information of
participants within the data domain. It comprises a Certificate Authority for
the administration of digital certificates and a Dynamic Attribute Provisioning
Service tasked with handling dynamic attributes, such as permissions for access-
ing data offerings. Meanwhile, the broker service provider serves as a central-
ized entity responsible for storing and overseeing information about participants
and their data offerings. It receives and disseminates metadata, conforming to
the IDSA Information Model. It’s crucial to emphasize that the broker service
provider does not partake in the actual data exchange process. Its role concludes
once it furnishes the data consumer with metadata pertaining to a specific data
provider. Lastly, the clearing house serves as an intermediary offering clearing
and settlement services for both financial and data exchange transactions. These
clearing activities are distinct from the functions associated with maintaining a
metadata repository. The clearing house diligently records all activities carried
out during a data exchange. Following the completion of a data exchange, or
segments thereof, both the data provider and data consumer validate the data
transfer by recording transaction details at the clearing house. This recorded
information serves as the basis for billing and conflict resolution.

The data space’s service provider function entails offering software and services
intended for utilization by participants. Additionally, this role may encompass
hosting essential infrastructure for engagement within the data space or deliver-
ing supplementary data-related services to enhance the caliber and practicality
of data sharing within the ecosystem.

The regulatory entities within the data environment encompass the Certifica-
tion Body, Evaluation Facilities, and the International Data Spaces Association
(IDSA). The Certification Body, along with the Evaluation Facilities, engage in
the validation of participants and essential technical elements within the data
domain. Their primary role involves guaranteeing access exclusively to organiza-
tions that have obtained certification and adhere to the requisite standards, thus
maintaining the integrity of the trusted business network. Oversight of Evalua-
tion Facilities’ operations, actions, and determinations falls under the purview of
the Certification Body. Meanwhile, the IDSA, operating as a not-for-profit or-
ganization, lends its support and guidance to the advancement of the Reference
Architecture Model and the certification procedure for participants.
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So, from the definitions of participants’ roles, it is possible to assume generally a
flow of information that follows the various interactions (Figure 3.3). In detail,
the graph shows the participants colored by role (in blue the core participants, in
orange the intermediaries, and in yellow the service provider) and the interactions
colored by type of data shared ( green when it is data flow and purple when it is
metadata flow).

Figure 3.3:
Roles and interactions

Based on these definitions, Chapter 4.2.1 outlines the two maritime domain cases
of interest and the corresponding roles and interactions.

FUNCTIONAL LAYER

The Functional Layer within the data domain outlines the necessary criteria,
encompassing functionality and features for execution. This segment will ex-
plore the potential alignment between the maritime data environment and the
functional prerequisites outlined by the IDSA, encompassing trust, security, data
sovereignty, data ecosystem, standardized interoperability, value-added applica-
tions, and data marketplaces.

The trust requirement is achieved primarily by defining roles and responsibilities,
with rules in terms of identity management (e.g., each participant must have a
unique identifier and a valid certificate). A practical example in response to this
need may be a mechanism similar to the Self-Description (SD) document devel-
oped in the Gaia-X Trust Framework describing the data and services offered by
a data space. It is a fundamental document for the Gaia-X trust framework, as it
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describes Entities from the Gaia-X Conceptual Model in a machine interpretable
format. This includes Self-Description for the participants themselves, as well as
the resources and service offerings from the providers. This last aspect is also
fundamental for the third requirement which is the creation of the ecosystem of
data.I Collected in the table below (Figure 3.4) some examples of information
that can be included in a Self-Description document:

Figure 3.4:
The Self-Description information

The mechanism can be easily explained in 4 steps:
1. The owner or operator of a data space creates a Self-description document
that describes the data and services offered by the data space.
2. The Self-description document is published in a format that conforms to the
requirements of the Gaia-X trust framework.
3. The Self-description document is verified by a Gaia-X compliance service.The
Gaia-X compliance service verifies the conformity of the Self-description docu-
ment with the rules of the Gaia-X trust framework.If the Self-description docu-
ment is compliant, a Gaia-X Certificate of Compliance is issued.
4. The Gaia-X certificate of conformity is used by users to verify the compatibil-
ity and security of the data space.

The security and data sovereignty requirement can be satisfied through authen-
tication and authorization mechanisms, the use of policies, and a security by
design approach. Even in this case the Gaia-x model try to match this point
with trustworthy verification mechanisms that in combination with the Self-
Description document empower participants in their decision-making processes.
Self-description must conform to the set of rules of the Gaia-X trust framework.
The rules are designed to ensure that data spaces are secure, private and inter-
operable. The Trustworthy framework is defined as the process of reviewing and
validating the automatically applicable set of rules to achieve the minimum level
of compatibility with Self-Description in terms of some main rules:
• correct syntactic insertion
• schema validation
• cryptographic signature validation
• consistency of attribute values
• verification of attribute values

Regarding the security aspect some clarifications need to be made. One of the
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primary obstacles to data sharing within companies frequently centers on the two
most commonly mentioned apprehensions: ”security” and ”data usage control.”
The control of data utilization delineates the guidelines governing the transpar-
ent sharing of data. Consequently, data becomes linked to clearly defined services
established through mutual agreement between partners. Security represents a
universal concern not exclusive to data sharing and can be mitigated through
the correct implementation of identity and access management, along with the
judicious application of data encryption techniques. It is evident that a current
problem emerges concerning the influence that privacy and data security aspects
have on the willingness of organisations to share data within public data spaces.

Recently, the concept of security by design (42) has received a major boost as
an approach to IT security that incorporates security from the very beginning
of the development process. This approach is based on the idea that security
cannot be added as afterthought, but must be integrated at every stage of the
development process, thus from the design phase. Software engineering discipline
is about managing complexity that can be incidental or intrinsic. Regarding the
intrinsic complexity, there are different methodologies to address the problems.
The primary methodologies encompass top-down and iterative design. The ini-
tial instance of iterative design emerged with Barry Boehm’s spiral model, where
the development progresses through a predetermined series of iterations, during
which a prototype is constructed and assessed. Managers have the opportunity
to assess risk at each phase, allowing them to make informed decisions about
advancing to the subsequent iteration or terminating the process. This model
derives its name from its portrayal as a spiral due to the cyclic nature of the
procedure as shown in the Figure 3.5.

Figure 3.5:
The spiral model
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The top-down approach is also called ’waterfall model’ (in the Figure 3.6) for-
malised in the 1960s by Win Royce for the US Air Force.

Figure 3.6:
The waterfall model

The approach involves commencing with a succinct outline of the system’s de-
mands, which is then expanded into a detailed specification. Following this, the
system’s components are constructed and tested individually, followed by their
integration and comprehensive system testing. Subsequently, the system is pre-
pared for live operation. During the initial two phases of this sequence, feedback is
sought to validate whether the correct system is being developed, and during the
subsequent two phases, verification is conducted to ensure that it is being devel-
oped correctly. The strengths of the waterfall model lie in its ability to establish a
clear understanding of system objectives, architecture, and interfaces at an early
stage. It simplifies project management by defining distinct milestones and can
improve cost transparency by billing for each phase separately, even in cases of
late specification modifications. Additionally, it is compatible with various tools,
making it a favorable choice when conditions permit. A critical factor to con-
sider is the level of foreknowledge regarding project details. The waterfall model
is exceptionally well-suited for projects with well-defined requirements, such as
compiler design or cryptographic processor implementation. An example of a
framework following this approach is Microsoft’s Security Development Lifecycle
(SDL), which aims to reduce software vulnerabilities’ frequency and severity by
integrating security and privacy throughout all development phases. In the con-
text of security, the ISO/IEC 27034 (2011) offers guidance on the specification,
design, selection, and implementation of information security controls integrated
throughout an organization’s SDL.

In order to have establish a security by design approach in the maritime do-
main, there are some technical requirement and attention to be taken both from
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the point of view of software security and end-user security. So, here are the main
steps:

• Risk Analysis
The first step for a security by design approach is to identify and assess the
security risks associated with the system or application. This step allows secu-
rity requirements to be identified early in the design process. This can include
defining threat scenarios in order to identify potential vulnerabilities and attack
scenarios. This helps prevent and mitigate risks from the outset.

• Design
The second step is to design the system or application in a way that mitigates
the identified risks. This may include the use of secure design techniques such
as encryption, authentication and authorisation. For instance, use encryption
to protect sensitive data, or use the cryptographic protocols for secure commu-
nications, or implement robust authentication mechanisms to ensure that only
authorised users can access the system. The multi-factor authentication can be
used to determine which resources and functionalities can be accessed by each
user. Attention to privacy protection is crucial. The user should have control
over what data is collected, how it is used and with whom it is shared. Tools
such as customisable privacy settings and clear notifications on data use can be
included. Concerning this only strictly necessary data should be collected and it
should be ensured that data are only kept for as long as necessary (as referred to
by the GDPR as data minimization). At least, the interface design should comply
with the criterion that security should not compromise usability and accessibility.

• Secure implementation
The third step is the system or application secure implementation. This means
using secure tools and processes and thoroughly testing the system or application
to identify and correct any security vulnerabilities. Conduct penetration tests
and security tests to identify and correct vulnerabilities as part of the develop-
ment process.

• Other security countermeasures
The attention can be focus on the input data validation to verify and validate
input data to prevent attacks such as injection, cross-site scripting and other
input-related vulnerabilities, or the logging and monitoring tools integration to
detect suspicious activity and intrusions in real time, or to implement detect and
response measures by defining incident response procedures and recovery plans,
or the implementation of security controls, such as user training and software
updates. Also end users should be educated on information security and recom-
mended practices. And should provide users with an easy way to report security
problems, bugs or suspicious behaviour.
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Chapter 4

Methodology

This chapter discusses the methodology applied for this research and the moti-
vation behind the decisions made, presenting first, the strategy and design of the
research and then the methods chosen for data collection and analysis.

4.1 Research Strategy

There are two main research strategies that can be followed, qualitative and quan-
titative. Each one has its own unique characteristics. Quantitative research is
more likely to produce objective findings because it typically involves a larger sam-
ple size, fewer potential biases introduced by the researcher, and a more standard-
ized approach to data collection and analysis. Qualitative research, on the other
hand, focuses on a more in-depth analysis of a smaller sample of cases/subjects
in order to gain a more complete understanding of the phenomena being studied.

For this, a primarily qualitative approach has been preferred. The choice of
this strategy is related to the nature of the topic of the thesis and the research
question. More precisely, in analyzing which are the new implication of digital-
ization in the maritime domain and the main benefits and challenges associated
to the introduction of data spaces in this field of research and the other related
topics, it is important to ensure a wider understanding though in-depth data col-
lection and analysis. For this reason, it is relevant to emphasize the importance
of concepts rather than numbers as source of data, which is a characteristic of a
qualitative research strategy. This not imply that, at least in the early part of
the research such as in the literature section, no weight was given to quantitative
data, rather some data were collected analyzed and graphically represented to
demonstrate the importance of this study in the current context.

4.2 Research Design

The objective of the research is to apply the notion of public data space to the
maritime domain. Even though the inductive method is most commonly used
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with a qualitative research, the approach followed is mainly deductive. Indeed,
the research started from a general theory on public data spaces and then went
on to explore a specific topic in order to give a contribution in a new field. For
enabling this is required a qualitative method because because it guarantees flexi-
bility and adaptability, which are fundamental elements to investigate a new field.

The deductive approach was the right choice for several reasons. At first, it
allowed me to test the theory that public data spaces can improve the efficiency
and safety of the maritime sector. Furthermore, it was chosen to be able to cover
two specific topics related to public data spaces in the maritime sector: how
public data spaces can be used to improve the exchange of real-time navigation
data and how public data spaces can be used to simplify and automate processes
related to services to citizens. At least, the approach combined with the qualita-
tive method allowed me to discuss with some maritime stakeholders in relation
to public data space through interviews.

In particular, I had the opportunity to study the transnational benchmark anal-
ysis conducted in the Luiss Business School project which included the Italian,
Norwegian, Dutch, French and Spanish Coast Guards. From the results of this
study, it seems coherent to me to consider not only the Italian Coast Guard, but
also the French Coast Guards, as they showed interesting aspects to focus on.

4.2.1 How to build a public data space for maritime do-
main

The first approach toward the maritime sector ecosystem was to identify with hy-
potheses what could be the main actors on the public and private side interested
in creating a public data space for the maritime sector (summarized in table 4.1)

Furthermore, it is necessary to redefine the two cases of interest within the mar-
itime domain, as being a very large domain it would be too complex to go and
analyze all activities involving data exchange. In particular, as already defined
the research will deal with:

Case 1 - Real-time maritime data

The maritime sector is a major player in the global economy, accounting for about
90% of the world’s trade. However, the sector is facing increasing competition
from other modes of transport, such as air and rail. These modes of transport are
often faster and more efficient than maritime transport, and they are also ben-
efiting from new investments in infrastructure.The maritime transport industry
faces strong competitive pressure from other modes of transport, many of which
benefit from entire new infrastructures (e.g. China’s Belt and Road, autonomous
transport systems and new airports such as those in Berlin, Beijing, Mexico City
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Figure 4.1:
Public and private players in maritime domain

and Sydney). To remain an attractive and contemporary transport option in an
increasingly digital economy, the maritime ecosystem needs to create a new digi-
tal infrastructure that facilitates the provision of reliable and predictable data on
the real-time transit. The availability of real-time data from different sources is
fundamental for the trade sector but also for the navigation safety and accident
prevention, even for maritime surveillance and national security.

Case 2 - Maritime sector as public administration

The maritime sector acts as a public administration when it has to provide ser-
vices to citizens. It can be considered an important part of public administration
as it includes a number of organizations and government agencies that play a key
role in the management, regulation, and delivery of services related to maritime
activities. These organizations carry out numerous activities that directly impact
the lives of citizens in various ways, such as navigation and user information ser-
vices, rescue and life-saving services, and management of navigational paperwork.
The case of the Coast Guard is a good example of how public administrations
are using digital technology to improve their services to the maritime sector.

After briefly summarizing the two cases of interest, I outlined the specific core
participants (following the definition of IDSA roles in Chapter 3.2) and how they
can be implemented in the two cases studies, keeping in mind that each actor can
assume several roles (Figure 4.2).
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Figure 4.2: IDSA roles for maritime domain

Case 1 - Real-time maritime data

I identified the potential data owner in the International Maritime Organiza-
tion (IMO), which owns and manages global data on safety of navigation and
international rules for maritime traffic; National Ministries as the Ministry of
Infrastructure and Transport because it owns data on port infrastructure and
navigation in national territorial waters; Public Institutions such as the Customs
and Monopolies Agency that may own data on the control of goods and vessels
in national ports; Port Authorities which owns data on port operations, vessel
traffic and port management; and Law Enforcement Agencies and Maritime Au-
thorities such as the Coast Guard, who owns critical data on maritime safety,
water surveillance and rescue operations at sea. Then, I categorized in data
provider International Organizations such as ESA which provides satellite data,
including satellite images, for global maritime surveillance; National Ministries for
instance the Ministry of Environment and Coastal Protection that could provide
environmental data and water quality information; Port Authorities that pro-
vides real-time data on port traffic, local weather conditions and other relevant
information; Marine Service Providers such as the Shell Fuel Provider that pro-
vides data on fueling of ships and vessels in ports; and Platform and Application
Providers like VesselFinder which provides an application that offers real-time
data on the location of ships and marine traffic. Following, the data consumer
could be identify in the National Ministries (i.e.Ministry of Transportation and
Logistics) that use navigation data and port information for national maritime
transportation planning and management; Law Enforcement Agencies and Mar-
itime Authorities such as the Coast Guard which works with real-time navigation
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data to monitor and ensure the safety of territorial waters and shipping lanes;
Shipyards (i.e. Fincantieri) that uses data related to scheduling ship deliveries
and planning shipbuilding activities; and Maritime Agencies (i.e. Grimaldi Lines)
that need data to monitor its fleet operations and optimize shipping routes. Fi-
nally, in this exchange of information, the data user can be citizens that use
applications such as VesselFinder to track cruise or merchant ships, plan sea voy-
ages, or simply monitor maritime traffic; shipowners who uses navigation data
and maritime traffic information for cruise ship route planning and operations
management; Non-Governmental Organizations (NGOs) because for instance an
environmental organization might use maritime data to monitor marine pollu-
tion or illegal fishing activities; research institutes and universities to conduct
scientific research; Marine Insurance Companies that uses navigation data and
maritime safety information to assess risks and set insurance rates; and marine
Service Providers that works with maritime data to provide advanced safety and
communication solutions to ships and offshore platforms.

Case 2 - Maritime sector as public administration

I identified as potential data owners National Ministries such as the Ministry
of Transportation and Infrastructure because it is the owner of data regarding
port infrastructure management, maritime development projects, and maritime
safety plans; and public institutions as Coast Guard that could be considered a
data owner of data related to sea rescue operations, ship inspections, citizens’
maritime documentation and maritime control activities. I then identified as a
data provider again the Ministry of Transportation and Infrastructure because it
provides data on the status of port infrastructure, shipping routes, and maritime
traffic information to citizens; again the Coast Guard which provides real-time
data on maritime safety, weather conditions and rescue operations to ships and
citizens at sea; and Maritime agencies such as the Local harbor master’s office
that provides data on vessel registration and license requirements. Further, I
have listed as data consumer the citizens that mainly use digital services pro-
vided by the Coast Guard or other maritime organizations to obtain information
on water safety, marine weather forecasts, or emergency rescue services; Non-
Governmental Organizations (NGOs) that might consume data on the location
of ships at sea to participate in rescue operations or to monitor water safety; and
Law Enforcement Agencies and Maritime Authorities that need data on nauti-
cal licenses for the enforcement of maritime laws and to ensure that only those
who are eligible can operate vessels. Last but not least, I suppose that in this
context the data user can be the citizens themselves who use the data to apply
for boat license renewals, verify eligibility requirements, and monitor expiration
dates but also who use online services provided by the maritime government to
obtain real-time information on navigation, weather conditions, and rescue ser-
vices; Non-Governmental Organizations (NGOs) that might use data on the va-
lidity of boating licenses to promote boater safety and training or they use data
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provided by the Coast Guard or public institutions to participate in environ-
mental monitoring activities and assistance operations at sea; research institutes
and universities; Marine Insurance Companies that could use data on nautical
licenses as part of insurance risk assessments for boat owners; and Law Enforce-
ment Agencies and Maritime Authorities as the Coast Guard which is involved in
the marine license renewal process use data to provide efficient services to citizens.

4.2.2 Comparing Italian and French Coast Guards

For the empirical context, I had the opportunity to study the transnational bench-
mark analysis conducted in the Luiss Business School project, and I decided to
focus on the mandate, activities, and technologies of the Italian and French Coast
Guards.

Italian Coast Guard

Institutional set-up: Navy Corps
Geographical Area: Mediterranean

The functions of the Italian Coast Guard are very broad and are best repre-
sented by its various institutional referents, for instance:

• Ministry of Infrastructure and Sustainable Mobility (i.e. maritime and nav-
igation safety through S.A.R. operations and the Global maritime distress safety
system (GMDSS))
• Ministry of Ecological Transition (i.e. Surveillance, protection and prevention
of the marine and coastal environment)
• Ministry of Defence (in peacetime i.e. contribution to State maritime and
coastal defence and support for the State Cartographic Institute IIMM)
• Ministry of Culture (i.e. protection of historical, artistic and archaeological
heritage)
• Ministry of the Interior (i.e. combating drug trafficking and illegal immigration)
• Civil Protection Department

As part of its services to shipping, the Italian Coast Guard carries out several ac-
tivities: Search And Rescue activities (S.A.R); safety of navigation and maritime
security; Port State control; boating administrative functions; and maritime mer-
cantile administration.

It can be concluded that the Italian Coast Guard has to fulfil a lot of func-
tions, but what are the main supporting technologies?

• ARES (Automated Search and Rescue) is naval reporting system designed to
provide up-to-date information on vessel movements.
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• LRIT (Long Range Identification and Tracking) is a satellite-based vessel traf-
fic monitoring system capable of automatically transmitting certain information
such as identity, location (latitude and longitude), date and time. The VTMIS
platform is used by the Coast Guard integrates LRIT information with available
AIS information so that ships of interest can be monitored.

• AIS (Automatic Identification System). The ’national network’ for the recep-
tion of AIS (Automatic Identification System) information transmitted by ships
consists of 63 base stations installed to ensure complete coverage of the national
coastal profile up to the entire Italian Search and Rescue (SAR) area. The infor-
mation acquired is centralised at the General Command and made available by it
to other services under the General Command’s responsibility and to other State
Administrations. The national AIS network not only receives the information
transmitted by ships, but it also transmits messages concerning the main Aids to
Navigation - AtoN; messages concerning navigation safety; basic station report
messages through which ships can synchronise their AIS transmissions; in certain
geographical areas, in repeater mode, the AIS information received in that area.

• VTS (Vessel Traffic Service) is a radar system with the purpose of increas-
ing the safety and efficiency of maritime traffic, facilitating the intervention of
the Authorities in the event of an accident or in the presence of potentially dan-
gerous situations at sea, including search and rescue operations, and providing
an aid to improve the prevention and detection of pollution caused by ships. The
service has the ability to interact with traffic and respond to its evolution in VTS
areas. VTSs can be of two types: Port VTS and Coastal VTS. The 11 VTS Cen-
tres are organised and equipped to provide INS, NAS and TOS. The Information
Service (INS) is provided by radio via the VHF channels reserved for the VTS
Centre, transmitting at regular intervals or when deemed necessary, information
regarding traffic, weather or navigability conditions. The Navigation Assistance
Service (NAS) assists on-board decision-making and to monitor its effects. Using
the NAS, the captain receives navigation suggestions. The Traffic organisation
service (TOS) concerns the operational management of traffic and the preventive
planning of vessel movements to avoid congestion and the occurrence of danger-
ous situations.

• VMS (Vessel Monitoring System) is a satellite monitoring system adopted in
compliance with Regulation No. 1224 of 20.11.2009 and Regulation No. 404 of
8.04.2011 aimed at controlling the exploitation of fishery resources.

• SafeSeaNet (SSN) is a monitoring and information system on maritime traffic
set up in compliance with Directive 2002/59/EC and subsequent amendments
and additions, with the aim of increasing the safety of navigation and port safety,
the protection of the marine environment and the efficiency of maritime traffic
and transport.
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• CleanSeaNet (CSN) is a European service adopted in compliance with Direc-
tive 2005/35/EC of the European Parliament and of the Council of 7 September
2005 on ship-source pollution, i.e. the detection of marine oil pollution through
satellite monitoring provided to coastal states.

• SEG (SafeSeaNet Ecosystem GUI) is a platform through which data from
EMSA applications (AIS, LRIT, SAT-AIS, Fishing) can be combined and pro-
cessed. It is used in conjunction with the Pelagus system and in the absence of
the latter becomes the reference system for tracking vessels and covering much of
Europe. It is operated by EMSA (European Maritime Safety Agency).

• NAVTEX (Navigational Text Warning) is a fully automated, direct-printing
service for the real-time transmission of notices to mariners, weather information
and other urgent warnings to vessels at sea. It is an integral part of the Global
Maritime Distress Safety System (GMDSS), is a low-cost, simple and automatic
service for broadcasting urgent warnings and weather reports to mariners, de-
veloped by the International Maritime Organisation (IMO) as part of the 1988
amendments to the International Convention for the Safety of Life at Sea (SO-
LAS). This involves the dissemination of text messages, also known as Maritime
Safety Information (MSI), which are broadcast by coastal stations on dedicated
frequencies and received by mariners by means of special equipment that also
allows them to be displayed and/or printed.

• National maritime Single Window - PMIS system Pursuant to Law 221/2012
art.8 paragraphs 10 to 17 implementing Directive 2010/65/EU, the PMIS (Port
Management Information System) system represents the single national interface
for sending the declaration formalities for ships arriving in and departing from
Italian ports (National Maritime Single Window). The single interface consti-
tuted by the PMIS must ensure interoperability with the Safe Sea Net system,
the Customs information system, and with the platforms set up by the port au-
thorities for the better performance of the functions of direction and coordination
of the logistical nodes that report to them.

French Coast Guard - Gendarmerie Maritime

Institutional set-up: Gendarmerie Structure
Geographical Area: Ocean and Mediterranean

The Gendarmerie Maritime (Gendarmerie Maritime - GMAR), deals with tasks
related to maritime security, control of territorial waters, monitoring of maritime
traffic, prevention of illegal activities at sea and rescue at sea. In particular, the
institutional mandate of the Maritime Gendarmerie in France is defined in the
Defence Code and the Transport Code. The institutional mandate includes sev-
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eral aspects and responsibilities in the maritime context, which can be identified
in 3 macro-areas: maritime security; criminal investigations; and coastal infras-
tructure protection.

The Gendarmerie Maritime carries out these tasks in close cooperation with other
maritime agencies and authorities, including the National Navy, maritime admin-
istration and port authorities, to ensure the safety, security and efficient manage-
ment of French coastal waters. The Gendarmerie Maritime carries out these
tasks in accordance with French and international laws and regulations, with
the aim of ensuring the safety, order and protection of French territorial waters
and EEZ.The level of infrastructural integration of the Maritime Gendarmerie in
France can be described as unitary governance rather than separate silos. The
Maritime Gendarmerie operates as a specialised division within the national Gen-
darmerie, with a specific mandate for maritime security. This means that, despite
its focus on maritime issues, the Maritime Gendarmerie is part of a single organ-
isational structure with a unified chain of command and integrated governance.
This unitary governance enables the Maritime Gendarmerie to collaborate and
coordinate with other units and divisions of the National Gendarmerie, as well
as with other agencies and authorities involved in maritime security, such as the
National Navy and port authorities. This promotes effective resource manage-
ment, information sharing and synergy between the different entities involved
in maritime security. This unified infrastructural integration helps to ensure a
coherent and coordinated approach in the management of maritime police and
security activities, enabling the Maritime Gendarmerie to carry out its mandate
efficiently and effectively.

Activities include maritime security and general police duties in territorial waters
and the EEZ (exclusive economic zone under the United Nations Convention on
the Law of the Sea, UNCLOS). Specifically, the activities are divided into:

• the control of territorial waters
• the safeguard of human life at sea
• the maritime security
• the maritime traffic control
• the protection of marine resources
• the activities related to the Department for criminal investigations (i.e. in-
vestigation of maritime criminal activities, gathering of evidence, co-operation
with the public prosecutor, legal aid, protection of coastal naval establishments,
security and surveillance, access control, investigating and countering threats,
maritime security and counter-terrorism)

As for the Italian case, the Maritime Gendarmerie carries out a breadth of the
most varied activities, but what technologies is it currently supported by to fulfill
its functions?
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The Maritime Gendarmerie uses various digital technologies and services to sup-
port its maritime security and territorial waters control activities but also its
services to citizens, such as:

• digital communication systems, such as VHF/UHF radio networks and satellite
communications, to enable fast and secure communication between operational
units and coordination centers. These systems facilitate the exchange of crucial
information during maritime operations

• digital platforms for information management and data sharing between op-
erational units and coordination centers. These platforms enable better collab-
oration and more efficient management of operations. One example is SCADA
(Supervisory Control and Data Acquisition), a large-scale remote management
system used to process large numbers of telemetry readings in real time and to
remotely control technical installations. SCADA systems are not specific to the
maritime sector and are used in many critical infrastructures

• digital monitoring and surveillance tools, such as high-definition cameras and
advanced sensors, to gather information, detect suspicious behavior, and identify
dangerous situations. These tools help improve situational awareness and re-
sponse capability. One example is the Electronic Chart Display and Information
System (ECDIS), a system for displaying and managing chart information and
navigation data used in the maritime domain. This system provides shipboard
operators with an electronic representation of nautical charts and information
necessary for the safe navigation of vessels. ECDIS integrates data from a vari-
ety of sources, such as electronic charts, Global Positioning System (GPS) data,
and other navigational information, enabling operators to accurately display the
vessel’s position, maritime obstacles, recommended routes, navigation signals,
weather forecasts, and other relevant navigational information

• Brigade numérique, new unit of the French National Gendarmerie that from
2018 is active 24 hours a day, seven days a week to request information, solicit
action or send a report. The French initiative is among the first of its kind in
Europe, following police in London and the Netherlands. The goal is to dispose
in less than 24 hours of requests received worldwide

• Interreg Italy-France Maritime (2021-2027). It is a cross-border Program co-
financed by the European Regional Development Fund (ERDF), under the Eu-
ropean Territorial Cooperation (ETC) objective of the EU Cohesion Policy 2021
- 2027. The main objective of the program is to help strengthen cross-border
cooperation between participating regions and make the cooperation area a com-
petitive and sustainable one in the European and Mediterranean landscape

• Project HAROPA. It is a collaboration between the ports of Le Havre, Rouen
and Paris, located in the Seine and Yonne region of France. The main objective
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of the HAROPA project is to consolidate and develop port and logistics activity
in this region, creating an integrated and internationally competitive port plat-
form. Some key objectives of the HAROPA project include the development of
intermodality; the modernization of port infrastructure:; the environmental sus-
tainability; the development of industrial and logistics clusters; the digitization
and innovation.

4.3 Research Method

Based on the selected research design, the research method chosen for this work
concerns a first section dedicated to the literature review and theory develop-
ment. In particular, since it is a very sector-specific and specific application, I
decided first to outline the status quo in terms of digitization in the maritime
sector. I started from the introduction of AIS system as the first major inno-
vation to explain its evolution and today’s challenges. For this first part I have
the opportunity to attend a seminar on satellite technologies and security ’space
as the new cyber frontier’ seminar held by experts of the sector. A key concept
emerges from the analysis of the innovative trends in the maritime industry: the
strategic role of data in the maritime ecosystem. Hence, the research problem
is to identify the specific digital technologies that permits to address the data
fragmentation problem ensuring the reliability, integrity, and confidentiality of
these data.

Therefore, in the literature review chapter I find out that while previous research
on digital transformation has mainly focused on digital transformation within
organisations, it is increasingly important to understand the new trend towards
greater interconnection between different stakeholders to co-create services based
on the provision and use of data.In particular, the literature review had a three-
fold purpose: to summarize the main findings of the research field in the existing
literature, to validate the relevance of the research objective and research ques-
tion, and to provide a theoretical background to be used in the interpretation
and analysis of the empirical study. The answer founded was not fulfilled related
to the maritime domain, so from this chapter I develop my research question to
understand the technical requirements and the benefits and challenges associated
with introducing data spaces into this domain. The research question identify is:

How to build a public data space for the digital transformation of maritime ac-
tivites? What technical foundations are required to support secure and trusted
data and application sharing in the maritime sector?

Thus, I decided to try to give a theoretical contribution in this sense. In par-
ticular, the material relevant for the literature review section and the theoretical
development was searched in two main books:
- Designing Data Spaces: The Ecosystem Approach to Competitive Advantage
by B. Otto, M. t. Hompel and S. Wrobel. (39)
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- Security Engineering: A Guide to Building Dependable Distributed Systems by
R. Anderson (42)

The second part of the method consists on studying an empirical context for
the findings analysis. Hence, in order to demonstrate the proposed solution’s
credibility I identified the Coast Guard case study. In this regard, the Coast
Guard was chosen as a case study to provide an end-user perspective on the
research question in order to make this research credible, transferable, depend-
able, and confirmable.The case was chosen mainly as a result of a Luiss Business
School project that involved interactions with consultants in contact with the
Coast Guards (that I followed as a thesis student) and an interview I was able to
obtain during a seminar held by the Italian Coast Guard at the Luiss University.

The main data sources are summarized in the table below (Figure 4.3).

Figure 4.3:
Data sources
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Chapter 5

Empirical Findings

This chapter consists of the empirical side of the research. In particular, to
accomplish this goal, I chose the Coast Guard as a case study. The first section
focuses on the overview of the Coast Guard context, and then moves forward with
the analysis of the findings with respect to the theoretical development chapter.

5.1 The Coast Guard case overview

The maritime industry is currently undergoing a rapid digital revolution that
has a major impact on the industry’s operations and sustainability, including
advances in automation, data analytics, autonomous ships, and the Internet of
Things. However, the industry faces several risks, including cybersecurity and
integration of existing systems. To further explore the topics covered so far, the
Coast Guard was chosen as a case study to provide an end-user perspective on
the research question and the theoretical contribution.

Like other components of Italian and European law enforcement agencies, the
Body of the Harbour offices, the Coast Guard, needs to adapt its services by
leveraging the digital transformation taking place in the maritime domain. The
Coast Guard carries out tasks related to civil uses of the sea and is framed within
the Ministry of Infrastructure and Transportation, as well as working on behalf
of various ministries, including the Ministry of Environment and the Ministry of
Agriculture, Food Sovereignty and Forestry. These competencies include, first
and foremost, the safeguarding of human life at sea, the safety of navigation
and maritime transport, as well as the protection of the marine environment, its
ecosystems, and the supervision of the entire maritime fishing chain, from the
protection of resources to that of the end consumer. These are complemented by
inspections of domestic merchant, fishing and recreational vessels, also conducted
on foreign merchant vessels calling at domestic ports.

To address digital transformation from a long-term perspective, the Coast Guard
must look at processes and technologies outside the perimeter of the individual
organization, but it can and should work in synergy with the public and private
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sectors that make up the ecosystem of digital transformation in the maritime
sector. As a result, the Italian Coast Guard must activate itself to the adoption
of new technologies with a proactive and predictive technology adoption strategy,
thus avoiding the risk of finding itself in the near future with obsolete technologies
or chasing trends that could quickly run out of steam.

The main element that emerges, both from trends in technological development
and from the behavior of other entities (such as Public Administrations), is the
need for greater integration among all Entities and Authorities operating in the
maritime sector and the relationship between these Institutions and Citizen-Users
that is increasingly proactive, simple, integrated, and efficient in terms of costs
and time, taking advantage of the new digitisation, communication and automa-
tion technologies for this. To best act on this technological lever, however, it
is essential to thoroughly analyze how these synergies and relationships develop.
Their identification is then followed by a study activity to highlight possible tech-
nological upgrades through:

• analysing good practices already in use in the European context,

• highlighting emerging technologies that would most improve the Institution-
Institution and Institution-Citizens synergies in the Italian case

• outlining possible implementation paths of these technologies in the medium
and long term

The objective of the study is to identify models for the Coast Guard’s use of
technology in order to improve, evolve, and make efficient the activity of the
Italian Coast Guard, thanks to the upgrade and enhancement of the digital com-
ponent. In particular, this research analyzes the two aspects previously presented
for the Italian Coast Guard: how the real-time exchange of data for navigation
takes place and what is the technology that supports the services towards citizens,
and compares them with other European models, including mainly the French
Coast Guard which is the most significant one, in order to outline a set of guide-
lines from which the Coast Guard, and why not other players of the maritime
ecosystem, can be inspired.

5.2 From theory to exploratory case

With reference to the object of interest, the digital transformation of the mar-
itime sector, for the Coast Guard, strategic planning passes through a reflection
regarding the area of activity that is proposed to be changed. Thus, the design
of a coherent digital strategy passes through the comparison with the practices
of other state-of-the-art agencies, the identification of a future model of service
delivery that intersects with the forecasts of technological development and its
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possible effect on the creation of new types of services. The definition of the new
model of public value creation thus makes it possible to define the plan of actions
to be implemented to reorganize the Entity, its tools and its organization.

Therefore, the starting point of the analysis is the concept of strategic alignment,
which has been an essential reference in IT governance for the past 30 years (43).
The Strategic Alignment Model (SAM) can be adapted to the context on the
assumption that the institutions’ strategy is defined by the institutional mandate
and therefore the optimal fit must be sought between activities and technology.
Otherwise, in the last 30 years, technology has gone from being seen as the opti-
mal fit between mandate and activity to a new view, influenced by the generalised
imposition of digital technology, whereby IT instead of supporting existing activi-
ties digital technology becomes a transformative activity. We refer to the concept
of ’digital transformation’ (44) to distinguish it from ’IT-enabled organisational
transformation’ because:

• digital transformation leverages digital technology to (re)define an organisa-
tion’s value proposition, whereas IT transformation leverages technology to sup-
port the existing value proposition

• digital transformation brings out a new organisational identity, while IT trans-
formation enhances the existing organisational identity.

A redefinition of the organisational identity of the Coast Guard will not be hy-
pothesised here as the objective is to improve, evolve and make efficient the
experience of existing services. Therefore, the focus is on the Entity-Entity and
Entity-User experience, with a view to adopting the most suitable technology
to support the activities and consequently strengthen the organisational iden-
tity. The two theories highlight different aspects of the organisation-technology
relationship. The strategic alignment theory provides the dimensions for case
descriptions. The digital transformation theory, on the other hand, emphasises
the structuring power of technology, which is able to shape or strengthen the
institutional mandate as a result of business transformation.

5.3 Emerging findings on the Italian Coast Guard

Coastguard organisations are structured very differently according to geograph-
ical contexts, institutional mandates and contingent situations that impose dif-
ferent priorities for action. Historical events and different locations in the inter-
national context also contribute to changes in personnel composition, deployed
means and operational doctrines. Technology and the need/possibility of ever
greater integration of data flow and coordinated interventions in extremely diffi-
cult situations, as is typical in the maritime environment, contribute to making
these particular public administrations complex and varied. Organisations with
different institutional mandates and operating in different geographical contexts
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were selected for a comparison of the impact of digitisation in relation to the tech-
nology used for real-time monitoring of vessels and to the relationship between
the Coast Guard and users/citizens.

From the analysis of the identified cases, two configurations of digital encounters
between institutions-institutions and institutions-citizens emerge in the context
of services currently offered by Coast Guard organizations in Europe to citi-
zens/users (Figure 5.1).

Figure 5.1:
Digital Encounter Configurations

Considering the two Digital Encounter Configurations and the technological de-
velopments that characterize the maritime sector, the analysis highlighted the
following innovative experiences of the Italian Coast Guard.

Case 1 - Real-time maritime data

The purpose of this section is to highlight the current configuration of informa-
tion of the Coast Guard regarding the first case previously identified in the theory
chapter, namely real-time maritime data. In detail from the two cases presented
on the Coast Guard (Italian and French) it appears that currently, activities re-
lated to this type of information are primarily based on radio systems. But the
analysis shows a trend toward interoperable real-time data exchange systems. As
evidence of this, the Italian Coast Guard certainly shows the most propensity.
In fact, in addition to the aforementioned technologies, it demonstrates close
cooperation in data exchange with ESA through various platforms. A concrete
example is the Pelagus platform that they use daily to monitor marine traffic.
This is integrated with other data, defined as ’data fusion’ by the Italian Coast
Guard, besides AIS such as radar data, meteorological/environmental data, and
search and rescue operations. Through this platform, the Italian Coast Guard
receives alerts even if the signal is off, and as already mentioned this is one of the
major limitations of the ais system. In particular, the Pelagus platform is also
integrated with the SafeSeaNet (SSN) system of the European Maritime Safety
Agency (EMSA). Integration with the SSN system allows the Pelagus platform
to access AIS data from ships of all types, including small ships that are not
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required to have an AIS system installed. This expands the geographic coverage
of the Pelagus platform and allows more ships to be monitored. A final key point
of this platform is the ability to perform risk analysis tasks on historical data
The Pelagus platform is an evolving system. The Coast Guard is working to
improve integration with other data and to expand the platform’s functionality
such as interactions with ASI and ESA for information sharing through imagery,
(of course this information is only related to civilian use, however, for military
use it is taken care of by NATO). The Italian Coast Guard is constantly look-
ing for ways to improve its use of real-time maritime data. The Coast Guard
is working to improve the integration of different data sources, and to develop
new platforms and applications that can be used to share and collaborate on
this data.This willingness to share and collaborate has been evident especially in
the relationship between the French and Italian Coast Guards, who have a long
history of cooperation in the field of maritime safety. The purpose of the Italian
and French Coast Guards to share and collaborate on real-time maritime data is
a model for other Coast Guards around the world. By sharing data and working
together, Coast Guards can improve their ability to prevent maritime accidents
by ensuring safety and security.

Case 2 - Maritime sector as public administration

Today, more than ever, the Public Administration must work constantly to im-
prove the services provided to citizens and businesses, showing a level of respon-
siveness comparable to that of the private sector. To achieve this and avoid
chasing the resolution of contingent situations, PA must shift from a reactive to
a proactive approach, which is essentially expressed in two dimensions: strate-
gic planning and synergistic management.Currently, the administrative services
offered by the Coast Guard are scheduled fulfillments delivered online and sup-
ported by traditional forms of communication. The analysis highlights the need
to make access to services smoother and easier.

A good practice on this front has been outlined in the French Coast Guard’s
Brigade Numerique service already explained. The Brigade Numerique has helped
to significantly improve accessibility to French Coast Guard services. In 2021,
the service received more than 1 million contacts, a 20% increase over 2020. The
service has also helped reduce Coast Guard response times, with an average of
24 hours for a first response. The Italian Coast Guard could implement a similar
service to improve accessibility to their services. A 24/7 online response service
would allow citizens and businesses to contact the Coast Guard at any time and
from anywhere. The service could also offer a number of features that simplify
access to services, such as the ability to send messages, upload documents, and
initiate administrative procedures. A 24/7 online response service would improve
the Coast Guard’s efficiency and its ability to respond to the needs of citizens and
businesses. The service would also help improve Coast Guard transparency and
accountability by allowing citizens and businesses to monitor service activities.
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Chapter 6

Discussion and Conclusions

The purpose of the chapter is to analyze the empirical results in light of the theory
that inspired the research. In this chapter, the empirical findings are compared
with theoretical concepts, highlighting correspondences and differences. The pur-
pose of this final chapter of the research is to understand what emerges from the
empirical context with respect to the theory to point out its contribution.

The analysis allows the potential impact of the technologies being deployed in
the maritime sector to be declined in the Coast Guard context. It was seen how
geographic and territorial distribution greatly influences this Entity, but each of
the two reported cases showed leadership in one aspect in particular: the Mar-
itime Gendarmerie in terms of digital user services, and the Italian Coast Guard
in terms of interoperability of navigation data. The research has shown that Coast
Guards at the transnational level do an exemplary job in terms of effectiveness,
but there is certainly room for improvement in terms of efficiency that can be
achieved through the potential of digital technology. For each configurations of
digital encounters it is possible to identify the most appropriate technologies for
that service to become more efficient.

The digital encounter in Coast Guard administrative services can be improved
through the use of innovative technologies, such as blockchain. In this context, it
can be used to improve document management, providing greater security against
fraud and counterfeiting. In addition, blockchain can be used to ensure the trace-
ability of supply chain and financial transactions, providing greater transparency
and security. Furthermore, it would allow the creation of databases so that larger
volumes of vessel information could be managed while ensuring the privacy of
private operators. The latter would ensure the creation of a data ecosystem as
insurance companies would also have a way to access and share data with the
Coast Guard and other maritime authorities more efficiently. Another technology
that can be used to improve the digital encounter in Coast Guard administrative
services is generative AI. Generative AI can be used to create chatbots that can
provide information and assistance to citizens and businesses. Chatbots can be
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used to automate some tasks, freeing up Coast Guard employees to focus on more
complex tasks.

Technological developments in generative AI and blockchain suggest deepening
experiences of other PA entities. The Coast Guard can learn from the examples
of other PA realities that have already implemented these technologies. For ex-
ample, the Italian PA has already begun experimenting with the use of blockchain
for document and payment management.

The digital encounter in Coast Guard navigation information can be improved
through the use of innovative analysis technologies for Big Data. This type of
data can be used to improve the sharing and use of data among the various mar-
itime stakeholders, including maritime authorities, shipping companies, ports,
and businesses operating at sea. Furthermore, the use of Artificial intelligence
(AI) and machine learning (ML) in this context and application could bring sev-
eral benefits in the maritime sector. In particular AI can be used to develop al-
gorithms that can be used to analyze data more efficiently and accurately. While
the ML can be used to develop models that can predict the behavior of maritime
traffic and risks to navigation. The implementation of these technologies would
allow for better understanding of maritime trade traffic, improve risk prediction,
improve route planning and thus management of resources such as fuel and per-
sonnel, and allow for the refinement of anomalies detection techniques.

From the research question, the literature has shown how in today’s context
digital transformation is evolving from private digital platforms to the emergence
of public data spaces, and in particular we have demonstrated through the use of
the Gaia-x case the possibility of applying this theory to the maritime sector as
well. From what emerged from the empirical context, analyzing the case of the
Coast Guard, it is evident that we are moving in the right direction, also because
all the technologies highlighted so far can be implemented within a public data
space. For instance, in the Gaia-x use cases there are many example of other
sectors that could be applied to the need for the maritime sector. Considering
the real-time monitoring case there is an example about earth observations that
perfectly fits with the maritime case. The benefits of this system include:

• Federated access. This means that data users would not need to download
data from multiple sources, but could instead access it from a single, centralized
location. This would save time and bandwidth.
• Stable and comprehensive access. The system would provide stable and com-
prehensive access to maritime data, even if the number of sources or the size of
the individual repositories increases over time.
• Efficient access. The system would be designed to efficiently deliver and process
data, even for large datasets.
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• Simple access. The system would be easy to use, even for non-technical users.
• Reduced carbon footprint: The system would help to reduce the carbon foot-
print of maritime data processing by deduplicating data and retaining it instead
of regenerating it if necessary.
• Open and transparent digital ecosystem. The system would create an open and
transparent digital ecosystem for maritime data, where data and services could
be made available, collected, and shared in a trustworthy environment.

Considering the second case, which regards the services for citizens, the exam-
ple of the medical records framework in the healthcare sector perfectly fits. The
database could be used to store and manage all of the documentation related to
a ship, such as the ship’s registration, the crew’s qualifications, and the ship’s
safety certificates. This would make it easier for authorities to access this infor-
mation and to ensure that ships are complying with regulations. Moreover, the
database could be used to provide information to citizens, such as the location
of ships, the weather conditions, and the latest safety regulations. This would
help citizens to make informed decisions about their travel plans. Additionally,
the database could be used to provide information to insurance companies, such
as the history of a ship’s accidents and the condition of its equipment. This
would help insurance companies to assess the risk of insuring a ship and to set
appropriate premiums. And at the same time, insurance companies data could
be available for authorities’ controls. The Figure 6.1 represents the healthcare
sector framework applied to maritime data.

Figure 6.1:
Maritime data framework
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6.1 Limitations and Future Studies

The limitations of the research also allow for the identification of possible future
developments and can be indentified mainly in:

• the empirical case can be traced back to the sample size; in particular, a small
sample of two coast guards is referred to. This means that the results may not be
generalizable to all coast guards, although samples were selected so as to observe
geographic diversity;

• the research focuses on the potential impact of digital technologies on the Coast
Guard and the requirements needed by providing guidelines for achieving greater
security, reliability and interoperability of data. However, it is important to note
that the implementation of these technologies will require significant investment
and resources;

• the introduction of the technologies being analyzed is a complex operation
that needs to be planned on a long-term basis, providing for intermediate stages
of introduction, training, and settling of use procedures;

• it could be necessary to design a framework for assessing the ethical and social
implications of the development and implementation of digital technologies in the
maritime context;

• a quantitative approach to quantify the efficiency improvement in the mar-
itime sector with the introduction of the outlined technologies;

• explore the feasibility of implementing a public data space for the maritime
sector one would need to interact with the key stakeholders that have been iden-
tified in the research and not just one entity;

• future discussion could be based on the standards and requirements necessary
to broaden the focus globally and not within European borders.

6.2 Conclusions

Digitalization has transformed various industries, and the maritime sector is no
exception. As technology continues to advance, this sector faces new challenges
and opportunities. The emergence of maritime informatics in the era of advanc-
ing technology presents a critical area of study within the maritime domain. This
field seeks to harness digitalization to enhance the efficiency, safety, and security
of maritime sector.

The research provides a foundation for addressing the challenges and opportuni-
ties presented by digital transformation in the maritime domain. It underscores
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the importance of collaboration, data security, and the development of public
data spaces to unlock the full potential of the maritime sector in the digital age.
The research’s goal is to contribute to defining the requirements of a public data
space for the maritime sector, with a focus on inter-organizational collaboration
and data security. While existing European projects like Gaia-x provide valu-
able insights, the maritime sector presents unique challenges due to its scale and
specific requirements. The choice of technologies to integrate into this space will
depend on specific activities and desired outcomes, the research focuses on real-
time ship monitoring and administrative service provision.

The Coast Guard case highlighted the need for a public data space for the mar-
itime sector to ensure confidentiality, integrity, and availability of data and the
creation of an ecosystem aimed at high reliability and interoperability. In particu-
lar, the possibility of integrating different technologies within a public data space
makes it fits for the case of maritime data, which have specificities depending on
their use.

Indeed, it was pointed out that for the case of real-time navigation data it would
be optimal to integrate Artificial Intelligence to develop algorithms that can be
used to analyze data more efficiently and accurately and Machine Learning to
develop models that can predict the behavior of maritime traffic and risks to
navigation. The implementation of these technologies would allow for better
understanding of maritime trade traffic, improve risk prediction, improve route
planning and thus management of resources such as fuel and personnel, and allow
for the refinement of anomalies detection techniques.

On the other hand, for the case of users/citizens data which involve the interaction
with the maritime sector in its capacity as a public administration, blockchain
could be integrated to improve document management, providing greater security
against fraud and counterfeiting and to ensure the traceability of supply chain
and financial transactions, providing greater transparency and security. Further-
more, it would allow the creation of databases so that larger volumes of vessel
information could be managed while ensuring the privacy of private operators.
The latter would ensure the creation of a data ecosystem as insurance companies
would also have a way to access and share data with the Coast Guard and other
maritime authorities more efficiently. Another technology that can be used to
improve the digital encounter in Coast Guard administrative services is genera-
tive AI that can automate some tasks and provide information and assistance to
citizens and businesses.
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Appendix

Appendix 1

Figure 5.3 illustrates the functioning of information sharing within the AIS sys-
tem, as documented in (1). AIS operates by capturing GPS coordinates and fa-
cilitating real-time information exchange with both vessels and maritime authori-
ties. This exchange occurs through VHF radio transmission, specifically utilizing
two distinct radio channels operating at frequencies of 161.975 MHz and 162.025
MHz. These frequencies align with the services provided by online AIS providers.
Data suppliers primarily gather information via geographically distributed AIS
gateways located along coastlines and administered by port authorities, as well as
through VTS systems managed by maritime authorities. VTS systems serve as a
monitoring framework similar in concept to air traffic control systems in aviation.

In particular, even individual entities, such as a ship’s captain, possess the ca-
pability to share AIS data with their chosen suppliers through mobile applica-
tions and specialized forwarding applications. These applications duplicate and
promptly transmit the data as it becomes available. AIS data transmission oc-
curs regularly, with intervals ranging from a few seconds to minutes, contingent
on the type of information being transmitted and prevailing station conditions.
For example, vessels equipped with Class B transponders and traveling at speeds
exceeding 23 knots are mandated to broadcast their positions every 5 seconds.
Conversely, AtoN entities like lighthouses or buoys send hazard notifications at
3-minute intervals. Compliant with regulations, each communicating station,
including ships, must duly register and obtain valid AIS identifiers. These iden-
tifiers consist of the Maritime Mobile Service Identity (MMSI) number and the
call sign, both of which are issued by recognized maritime authorities such as the
Coast Guard or the Italian Ministry of Economic Development.

The MMSI, comprising nine digits, serves as a unique station identifier, with
the initial three digits, referred to as ”Maritime Identification Digits (MID),” in-
dicating the station’s country of origin (e.g., 247 for Italy and 338 for the United
States, in accordance with ITU-R’s Table of Maritime Identification Digits). Con-
versely, call signs are radio designations for AIS stations designated to communi-
cate with a diverse range of personnel, including those in maritime, aeronautical,
military, and space sectors, as well as amateur radio operators. The International
Maritime Organization (IMO) introduced AIS through a series of regulatory di-
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rectives and guidelines, as outlined in (45), detailing the system’s adoption and
the associated technical requirements. These technical requirements encompass
performance standards and data transmission protocols, encompassed within the
IMO Convention on the Safety of Life at Sea, Chapter V, as referenced in (46).

Figure 6.2:
Possible AIS attack scenarios by M. Balduzzi et al.(1)
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AIS information can be divide in 3 categories: static, dynamic and travel-
related, as listed below

• Boat name
• Call sign
• MMSI number and international radio call sign
• IMO Number
• Type of vessel (pleasure, tug, cargo ship, oil tanker, passenger ship, SAR)
• Dimensions of the boat

• Boat position (LAT, LON)
• Speed over ground (SOG)
• Course over ground (COG)
• Boat position time in seconds (UTC)
• Navigational status
• Course heading (Headling)
• Rate of course change (ROT)

• Maximum static draught in dm
• Port of destination (UN/LOCODE)
• Estimated time of arrival (ETA)
• Specification of cargo category (class of dangerous goods)
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Appendix 2

Figure 6.3:
Anomaly detection approaches for maritime AIS tracks by K. Wolsing et al. (2)
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Appendix 3

The concept of data spaces (47), which was introduced in computer science around
15 years ago, represents a novel approach to data integration. Unlike traditional
central data integration methods that require physical consolidation of data and
adherence to a common database schema, data spaces allow data to remain stored
at its source and rely on shared vocabularies for semantic integration. This flexi-
bility enables data redundancies and the coexistence of data within these spaces.
Moreover, data spaces can be nested and overlapping, allowing individual partic-
ipants to engage in multiple data spaces simultaneously.

The emergence of the Internet and information and communication technolo-
gies has transformed the landscape of data exchange, enabling cost-effective data
sharing and fostering innovation beyond organizational boundaries. This shift
has led to increased interorganizational cooperation within supply chains and
business networks, exemplified by concepts such as the Internet of Things and
Cloud Computing, which have accelerated digital transformation.

In recent years, the concept of ”public data spaces” has gained prominence in sci-
entific literature. These spaces aim to facilitate open and accessible data sharing
among diverse stakeholders. While the terminology may vary, the core idea cen-
ters on creating environments where data and information can be openly shared
and accessed.

The trend of organizational interconnection for data exchange is closely linked to
value co-creation, transcending individual organizations. Digital platforms have
played a pivotal role in this evolution, serving as generative IS artifacts that com-
bine technology and organizational arrangements to invite third-party contribu-
tions and foster digital communities or markets. As mentioned by C. Bartelheimer
et al. (48), a digital platform as a whole is, thus, ’a generative IS artifact that
provides a mutual core of technology and organizational arrangements, inviting
compatible and complementary resources (e.g., hardware, software, or content)
from third parties to enable the emergence of digital online communities or mar-
kets’. However, public data spaces introduce a new perspective to this landscape,
offering unique opportunities for data sharing and collaboration.

77



LIST OF ACRONYMS:

ABS: Analytics-Based Services
AIS: Automatic Identification System
ASI: Italian Space Agency
CPA: Closest Point of Approach
DDS: Digital Data Streams
DoS: Denial of Service
EDI: Electronic Data Interchange
EMSA: European Maritime Safety Agency
ESA: European Space Agency
FRAND: Fair Reasonable and Non-Discriminatory
GAIA-X: Global Architecture for Interoperable Automated Data Spaces
GIS: Geographic Information Systems
GMES: Global Monitoring for Environment and Security
GNSS: Global Navigation Satellite System
GPS: Global Positioning System
HF: High Frequency
IDS: International Data Spaces
IAP: Integrated Applications Promotion
IMO: International Maritime Organization
LRIT: Long-Range Identification and Tracking
MMSI: Maritime Mobile Service Identity
MRF: Radio Frequency
OT: Operational Technology
OSINT: Open-Source Intelligence
SAT-AIS: Satellite Automatic Identification System
UHF: Ultra High Frequency (UHF)
VHF: Very High Frequency
VTS: Vessel Traffic Services
VSAT: Very Small Aperture Terminal
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