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i. Abstract 

 

Chatbots are increasingly used in customer service interactions. While many companies are looking 

to humanize these chatbots, previous studies find that having anthropomorphic features negatively 

affects satisfaction when customers enter the interaction in an angry state. This study uses a 

scenario-based approach to compare customer satisfaction between anthropomorphic chatbots and 

augmented intelligence – where a human agent is introduced during the conversation. Findings 

show that augmented intelligence significantly improves satisfaction for angry customers, but this 

is not the case when they are in a neutral state. These insights show the important role of genuine 

human empathy in managing angry customers. Practical implications include making chatbots more 

anthropomorphic, as this has increased customers' trust in the service, but introducing a human 

agent when customers are angry. Future research should examine the long-term impacts of 

augmented intelligence, its effects on employee well-being, and a cost-benefit analysis of its 

implementation compared to advanced chatbots. 

 

Keywords: Augmented Intelligence, Anthropomorphism, Chatbot, Customer Satisfaction 
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1.0  Introduction 

Big leaps in artificial intelligence (AI) are making chatbots better and opening new doors to 

improve customer service interactions. The global chatbot market is expected to go up from 

$4.7 billion in 2022 to $15.5 billion by 2028 (marketsandmarkets, 2023), making more 

companies invest in them (Ramesh & Chawla, 2022). Getting a deeper understanding of how 

customers interact with chatbots is important since providing excellent customer service can 

save businesses millions or even billions (Hyken, 2023). Especially considering that 

approximately half of consumers feel frustrated during their interactions with chatbots, and 

30% indicate a willingness to switch brands or share their negative experiences with friends 

and family (Press, 2023). The AI advancements have primarily focused on how to improve the 

cognitive aspects of customer interactions (Puntoni et al., 2021), but it is also important to 

consider the social elements to make a better customer experience (Lemon & Verhoef 2016). 

This is an area that requires more attention (Liu-Thompkins et al., 2022). 

 

It is increasingly common to make the chatbots more human-like, which is known as an 

anthropomorphic chatbot. They have proven to lead to positive engagement (Epley et al., 2007) 

and increase perceived trust (Waytz et al., 2014). Even though these type of chatbots have 

benefits, they can sometimes backfire. When customers enter a chatbot interaction in an angry 

state, having anthropomorphic features leads to less satisfaction (Crolic et al. (2022). Given 

that one-fifth of every service interaction involves an angry customer (Grandey et al., 2004), 

this is a significant problem. 

 

This human-like facade in anthropomorphic chatbots can give customers certain expectations 

about the performance. When the chatbot is more anthropomorphic, customers also expect the 

chatbot to show empathy like a human (Crolic et al., 2022). Since AI is perceived as less 

empathic than humans (Davenport et al., 2020), this results in expectancy violations and 

increased dissatisfaction (Sundar & Noseworthy, 2016). If customers are angry before an 

interaction, the expectancy violation leads to even worse negative reactions (Crolic et al., 

2022).  

 

Moreover, customers tend to be more forgiving when a human makes a mistake compared to 

when a machine does. Therefore, incorporating empathy might prove to be an effective strategy 
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compared to making the chatbot more human-like when dealing with angry customers (Chen 

et al., 2021). The concept of augmented intelligence can help reduce the negative effects of 

anthropomorphism in such situations. Augmented intelligence refers to AI complementing 

rather than replacing a human. In a service interaction context, this means introducing a human 

agent if the anthropomorphic chatbot senses that a customer is angry. The reason this might be 

better is that a human can offer the empathy and understanding that AI-driven chatbots alone 

often lack (Chen et al., 2021) and, therefore, improve customer satisfaction when customers 

are angry. Identifying this gap is important in a business context where customer satisfaction 

is essential and is a challenge for businesses wanting to improve customer service while 

leveraging AI. 

 

AI is efficient and can help several people at the same time, but sometimes it can struggle with 

empathy. Since this is essential when solving angry customer complaints, this study's research 

question is: Can augmented intelligence lead to better customer satisfaction compared to 

an anthropomorphic chatbot when customers enter the chatbot interaction angrily? By 

investigating this question, the paper addresses an important gap in the current customer service 

landscape.  

 

Using a scenario-based approach, this paper finds that augmented intelligence leads to 

significantly higher customer satisfaction compared to an anthropomorphic chatbot. This effect 

only happens when customers are angry, not when customers are in a neutral state. The findings 

are important for businesses that want to design the best possible service experience. Creating 

anthropomorphic chatbots has many benefits and is sufficient for most service encounters. But 

when customers are angry, they should be transferred to a human agent instead. By doing this, 

companies can provide the best possible customer experience while still leveraging AI. 

 

Following this introduction, the subsequent chapters will delve into the literature on 

anthropomorphic chatbots and discuss the implementation of augmented intelligence. 
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2.0  Literature Review 

2.1  Anthropomorphism 

Anthropomorphism is making non-human entities more human by giving them human-like 

characteristics, intentions, motivations, and emotions (Epley et al., 2007). Making technology 

more human-like has been shown to increase customers' trust since it is perceived as more 

competent (Waytz et al., 2014). Additionally, anthropomorphic chatbots can increase purchase 

intentions (Yen & Chiang, 2021).  

 

Talking to a human still feels more satisfying than interacting with chatbots (Wang et al., 2023). 

Therefore, Dwivedi et al. (2023) suggest businesses should look into making chatbots more 

human-like to enhance customer interactions. Such traits are becoming more valued in service 

interactions, especially when customers interact with chatbots (Flavián et al., 2022). Moreover, 

studies by Chen et al. (2023) show that anthropomorphic chatbots can improve user 

satisfaction, trust, and social presence. Building on these insights, Dwivedi et al. (2023) have 

also considered the impact on user experience and recommendation likelihood. 

 

Yet, anthropomorphism isn't without its drawbacks. Puzakova and Kwak (2017) suggest that 

anthropomorphism can backfire in crowded places where customers prefer space to others. 

Additionally, when risky things like slot machines appear too human, they might seem riskier 

to people who already feel vulnerable (Kim & McGill, 2011). Moreover, in the gaming world, 

characters that are too lifelike can reduce the fun by taking the players’ autonomy away (Kim 

et al., 2016). 

 

Anthropomorphic chatbots can, according to some, evoke positive emotions (Chuah & Yu, 

2021; Schuetzler et al., 2020; Soderlund et al., 2021), but they can also lead to negative 

emotional reactions among customers (Ciechanowski et al., 2019; Luo et al., 2019; 

Przegalinska et al., 2019). Crolic et al. (2022) compared anthropomorphic chatbots to non-

anthropomorphic chatbots when customers entered the interaction in an angry state. When 

customers are angry before interacting with a chatbot, anthropomorphism has a negative effect 

on customer satisfaction (Crolic et al., 2022). The authors argue that this negative effect is 

driven by expectancy violation. I.e., the human-like qualities of the chatbot set high 

expectations that are not met during the interaction. 
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2.2  Expectancy Violations and Anger 

Before interacting with a product, brand, or company, customers form expectations about its 

performance. After using it, they compare the performance against their pre-expectations 

(Cadotte et al., 1987). An expectancy violation occurs when there is a gap between the actual 

service and what customers thought beforehand (Sundar & Noseworthy, 2016). This gap comes 

from either high expectations before the service or disappointing results after (Cadotte et al., 

1987). Such violations can lead to dissatisfied customers (Oliver, 1980; Oliver & Swan, 1989), 

negative attitudes toward the company (Cadotte et al., 1987), and harm future purchasing 

decisions (Oliver, 1980; Cardello & Sawyer, 1992). If customers are angry when this violation 

happens, the negative reactions are significantly worse (Ask and Landström 2010). 

 

The reason for this, according to the functionalist theory of emotion, is that anger has an 

evolutionary function that triggers quick decision-making and the use of heuristics to respond 

quickly to perceived threats (Bodenhausen et al., 1994). This emotion is used to confront 

challenges (Lerner & Keltner, 2000; Martin et al., 2000) or to seek retribution against those 

letting us down (Cosmides & Tooby, 2000). Anger gears us up to take action and be aggressive, 

unlike other emotions that may lead to inaction (such as sadness; Cunningham, 1988; Lench et 

al., 2016) or lack of aggression (Lerner & Keltner, 2000). Therefore, anger is a powerful driver 

of how customers respond when they feel disappointed after an expectancy violation (Crolic et 

al., 2022). 

 

This explains why Crolic et al. (2022) found that angry customers interacting with an 

anthropomorphic chatbot (vs. non-anthropomorphic chatbot) are likelier to report lower 

customer satisfaction.  

 

 

2.3  Artificial Empathy 

One reason for these results may be the lack of empathy. Customers trust AI less when tasks 

are perceived as subjective and requiring emotional understanding (Castelo, 2019). They are 

hesitant to use it for such tasks because they perceive AI as lacking the necessary affective 

abilities or empathy to solve these types of tasks (Davenport et al., 2020). 
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It is important to have empathy in technology-based services to create positive user experiences 

and user intentions (de Kervenoael et al., 2020). For instance in the healthcare sector, authors 

offer evidence for chatbots being effective in reducing anxiety and depression symptoms 

(Holohan & Fiske, 2021), whilst others doubt the possibilities of AI in healthcare. Minerva & 

Giubilini (2023) argue that it seems improbable AI will ever be able to demonstrate empathy 

with a patient or offer the same connection that a human doctor can. However, if the chatbots 

can demonstrate empathy in the future, it can result in enhanced satisfaction and improve 

positive word-of-mouth (Dwivedi et al., 2023). Furthermore, Dwivedi et al. (2023) found that 

empathy in chatbots must combine both competence and warmth. Providing competence is the 

easiest of the two, but the primary challenge still remains on how to make the chatbots 

demonstrate warmth (Dwivedi et al., 2023). 

 

As mentioned, angry customers are less satisfied with anthropomorphic chatbots compared to 

chatbots without human-like qualities (Crolic et al., 2022). Liu-Thompkins et al. (2022) pointed 

out that simply mimicking human qualities is not enough to make people believe they can offer 

the same qualities as humans. Without including genuine empathy in AI, it can be perceived as 

inappropriate when angry customers seek understanding, thus leading to expectancy violations 

and more upset customers (Liu-Thompkins et al., 2022). That study also found that AI chatbots 

with higher levels of empathy were perceived as more human-like compared to those with 

lower empathy (Liu-Thompkins et al., 2022). Based on that, they want to create chatbots with 

genuine empathy that resonates with customers, which might be a more effective way to make 

AI more human in angry interactions. 

 

However, one limitation of their study is that they assumed consumers knew they were 

interacting with an AI agent (Liu-Thompkins et al., 2022). The new EU AI Act set to enter into 

force in Q2-Q3 2024 states that users must be aware of any interaction with AI chatbots (Meier 

& Spichiger, 2024). Being aware of AI identity usually leads to negative consumer responses 

(Luo et al., 2019), and they are perceived as less empathic (Davenport et al., 2022). Another 

limitation of their study is that artificial empathy can lead to privacy concerns (Liu-Thompkins 

et al., 2022). They argue that AI needs additional information like voice or facial expression 

data to fully realize artificial empathy's potential to correctly assume consumers' emotional 

states. Even though this information is revealed when interacting with a human, a machine's 

permanent recording of such information might be perceived differently, and the dynamics of 

trust in these contexts could also be different (Liu-Thompkins et al., 2022). 
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Previous studies show that trust plays an important role when consumers look to adopt chatbots 

(Gatzioufa & Saprikis, 2022). In general, consumers tend not to trust AI as much as they trust 

human intelligence in some domains (Dietvorst et al., 2015; Bigman & Gray, 2018; Hidalgo et 

al., 2021). For example in the healthcare sector, individuals are reluctant to delegate important 

medical decisions to AI-based health services (Longoni et al., 2019). This aversion to AI also 

applies to other areas, such as self-driving cars (Bigman & Gray, 2020; Gill, 2020), hotels, 

restaurants, retail shops, or at home (Bigman & Gray, 2018; Castelo et al., 2019; Borau et al., 

2021). 

 

Since consumers tend to trust humans (vs. machines) more, combined with the difficulties and 

limitations of introducing artificial empathy in chatbots (Liu-Thompkins et al., 2022; Dwivedi 

et al., 2023), introducing a human when customers enter an interaction in an angry state might 

be a better option. 

 

 

2.4  Augmented Intelligence 

Having AI chatbots provides efficiency, but the short- to medium-term impact on marketing 

effectiveness is less clear (Davenport et al., 2020; Guha et al., 2021). Companies often invest 

in chatbots even though consumers still prefer genuine interactions with human employees 

(Liu-Thompkins et al., 2022). The problem with AI-driven solutions is to convincingly mimic 

human empathy and emotional responsiveness. By not being able to do that, customers get less 

satisfied when they seek understanding and empathy (Castelo, 2019; Davenport et al., 2020). 

 

Augmented intelligence (AuI) is when AI complements rather than replaces a human being 

(Longoni & Cian, 2022). This approach can lead to a better customer experience by leveraging 

the strengths of both. AI can use its efficiency to handle routine tasks so customers get fast 

responses, while the human agent can talk to customers in need of empathy and understanding. 

Longoni and Cian (2022) have tested this augmented approach and introduced the ”word-of-

machine” effect. This effect describes how trade-offs between hedonic and utilitarian attributes 

influence whether people prefer or resist AI-based recommendations over traditional human-

based recommendations (Longoni & Cian, 2022). The effect arises from the general perception 

that AI and human recommenders have different levels of competence. Specifically, Longoni 

and Cian (2022) found that AI was better at recommending when the goal was utilitarian, and 
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humans were better at recommending when it was hedonic. However, when AI was augmenting 

humans in the recommendations, this "word-of-machine" effect was eliminated. This means 

AuI was as good as AI for utilitarian benefits and humans for hedonic benefits.  

 

The "word-of-machine" effect is also relevant when customers enter a service interaction in an 

angry state. Anger triggers quick decision-making and often leads to aggressive behavior 

(Bodenhausen et al., 1994). When expectations are violated, such as when an anthropomorphic 

chatbot is unable to provide empathy, these reactions gets even worse (Liu-Thompkins et al., 

2022). Interestingly, consumers use more affective processing for hedonic products (Melnyk 

et al., 2012; Klein & Melnyk, 2016), and studies show that anger prompts more heuristic and 

spontaneous processing compared to other emotional states (Bodenhausen, 1993; Bodenhausen 

et al., 1994; Lerner et al., 1998; Tiedens, 2001). Therefore, the findings of Longoni and Cian 

(2022) are relevant in a scenario where customers are angry in a service interaction. Using the 

logic in the "word-of-machine" effect, an anthropomorphic chatbot failing to meet an angry 

customer's emotional expectations can lead to aggressive responses and dissatisfaction 

(Longoni & Cian, 2022; Crolic et al., 2022). 

 

This study wants to counter this by using the AuI approach. The negative effects of anger in 

anthropomorphic chatbot interactions can be mitigated by introducing a human agent (Longoni 

& Cian, 2022). The findings of Chen et al. (2021) indicate that people forgive humans more 

than machines. Additionally, while empathy expressed by a human employee can reduce 

consumer anger and other adverse reactions to service failures, empathy from a machine does 

not have the same effect (Chen et al., 2021).  

 

Introducing human empathy during an anthropomorphic chatbot interaction can help reduce 

customer anger and improve satisfaction. The "word-of-machine" effect is mitigated because 

human agents can deliver the empathy that AI-based systems lack and provide emotional 

understanding when customers are angry. Combining human empathy with AI efficiency offers 

a more balanced solution and will improve customer satisfaction. 
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2.5  Hypotheses 

Building on the literature review, we hypothesize that: 

H1: Augmented Intelligence will lead to higher customer satisfaction compared to Chatbot 

Anthropomorphism. 

 

Although anthropomorphic chatbots improve engagement (Chen et al., 2023; Dwivedi et al., 

2023), they can fail to meet customer expectations. This is because customers have higher 

expectations of the chatbot performing as well as a human, which leads to less satisfied 

customers when they are unmet (Sundar & Noseworthy, 2016). It is important to provide 

genuine empathy to get satisfied customers, which is the limitation of anthropomorphic 

chatbots (Liu-Thompkins et al., 2022). Integrating human empathy into AI-driven interactions 

can significantly enhance customer satisfaction (Chen et al., 2021; Liu-Thompkins et al., 2022). 

Since AuI has both the efficiency of AI and the human empathy, it could lead to higher 

customer satisfaction. 

 

H2a: Augmented Intelligence will lead to higher customer satisfaction compared to Chatbot 

Anthropomorphism when customers are in an angry state. 

 

When customers enter a chatbot interaction when they are angry, they require a different level 

of empathy and emotional understanding, which anthropomorphic chatbots struggle to provide 

(Crolic et al., 2022). Being angry before an expectancy violation occurs makes the customers 

even more angry (Ask and Landström 2010). Anger triggers rapid, confrontational responses 

to perceived threats or frustrations (Bodenhausen et al., 1994; Lerner & Keltner, 2000). AuI 

should mitigate these reactions by providing the empathy AI lacks, which is crucial in 

managing angry customers (Chen et al., 2021).  

 

H2b: Customer satisfaction will be the same for Augmented Intelligence and Chatbot 

Anthropomorphism when customers are in a neutral state. 

 

When customers are not experiencing heightened emotions, the human empathy might be less 

needed. In neutral emotional states, the primary factors influencing satisfaction may relate 

more to the efficiency and utility of the interaction rather than emotional understanding and 

empathy. Thus, in such scenarios, the advanced capabilities of AuI and purely anthropomorphic 
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chatbots may perform equally well in satisfying customers. This assumption is supported by 

research suggesting that AI can competently handle tasks and simple interactions when there 

is no need for emotional engagement (Longoni & Cian, 2022). 

 

 

2.6  Conceptual Framework 

As Crolic et al. (2022) suggest, making chatbots more anthropomorphic might work in most 

contexts, but it can fail when customers enter interactions in an angry state. Since it is still 

challenging to make chatbots empathic and convince customers they are, a better approach may 

be to augment AI by introducing a human agent when customers are angry. Crolic et al. (2022) 

compare an anthropomorphic vs. non-anthropomorphic chatbot when customers enter an 

interaction in an angry state. This paper extends these findings by comparing an 

anthropomorphic chatbot vs. augmented intelligence, with anger as a moderator. A human 

agent will take over during the conversation, and customers’ states (angry vs. neutral) are 

primed before the interaction using a scenario-based approach. The conceptual framework 

looks like this: 

 

 

 

 

 

Figure 1: Conceptual Framework 
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3.0  Method 

3.1  Research Design 

A scenario-based study design was used to investigate the hypotheses in a controlled 

experimental setting, explicitly focusing on the impact of chatbot interactions on customer 

satisfaction when customers are angry. This study tested two primary conditions: chatbot 

anthropomorphism, which employs AI with human-like characteristics, and AuI, where a 

human agent is introduced into the chatbot interaction. Additionally, customer anger was 

manipulated to assess its influence on satisfaction. 

 

 

3.2  Pretests 

3.2.1  Scenario 

Two customer service scenarios (neutral vs. angry) were created for this study (see Appendix 

A). In the neutral condition, the participants read a scenario regarding an online laptop 

purchase. After the first use, the laptop quickly overheated. They checked the manufacturer's 

website and found they may need to return the laptop for repair or replacement. This process 

was expected to take longer than they thought, especially considering they needed the laptop 

for their studies. Despite their reluctance, they contacted the online customer chatbot service 

for assistance. 

 

The anger condition was crafted to contain elements that evoke anger, such as a delayed laptop 

shipment, spending several hours diagnosing the issue, and stating they feel angry because they 

are falling behind on their studies. To verify that this scenario induced anger more than a neutral 

condition, a pretest was conducted on Prolific with 50 participants. They were randomly 

assigned to one of two scenarios and then asked to assess how angry the scenario would make 

them feel (“This situation would leave me feeling angry [frustrated],” r=.62) on a seven-point 

Likert scale (1 = “not at all,” 7 = “extremely”). This method is adapted from Crolic et al. (2022). 

Equal variance was assumed since Levene's Test for Equality of Variances was insignificant 

(F(1, 49) = 3.04, p = .09). The pretest confirmed that the anger scenario triggered angry 

emotions significantly more than the neutral scenario (MNeutral = 5.40 vs. MAnger = 6.37; p = 

.002). See Appendix B for results. 
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3.2.2  Anthropomorphic Chatbot 

Both conditions (anthropomorphic chatbot vs. AuI) will interact with an anthropomorphic 

chatbot, with the difference being the introduction of a human agent for AuI. The chatbot 

introduced itself with a gender-neutral name: “Jamie, your customer service assistant,” and was 

given a gender-neutral avatar (made with DALL-E). Additionally, the chatbot consistently used 

singular first-person pronouns (i.e., “I”), which is proven effective in manipulating 

anthropomorphism in chatbots (Crolic et al., 2022).  

 

To verify that the chatbot displayed anthropomorphic characteristics, we conducted a pretest 

on Prolific with 50 participants. Using a seven-point Likert scale, adapted from Epley et al. 

(2008), Kim and McGill (2011), and Crolic et al. (2022), participants evaluated the chatbot's 

human-like features. They rated these statements: "Please rate the extent to which Jamie: came 

alive (like a person) in your mind; has some humanlike qualities; seems like a person; felt 

human," achieving a high reliability (α = .94). A one sample T-test confirmed that the mean 

value was significantly higher than the midpoint (M = 4.56, p = .002). See Appendix C for 

results. 

 

 

3.3  Main Study Design 

Two hundred and twelve participants (Male 43%, MAge = 31.25) from Prolific participated in 

this study in exchange for monetary compensation. They were randomly assigned to one of the 

four conditions in the 2 (scenario: neutral vs. anger) x 2 (conversation: chatbot vs. AuI) in-

between subjects design. They first read the scenario (neutral or anger), then a conversation 

between a customer and an anthropomorphic chatbot or an anthropomorphic chatbot + human 

agent for the AuI condition (see Appendix D). 

 

To ensure high-quality data, the questionnaire included a commitment request at the beginning 

of the survey as an attention check, which has proven to decrease the rate of quality issues more 

than other attention checks (Geisen, 2022). The commitment was labeled “Do you commit to 

providing thoughtful answers to the questions in this survey?” where only respondents that 

answered “Yes, I will” passed the attention check. The request came with an explanation that 

we cared about the quality of the survey data (Geisen, 2022). To ensure participants have read 
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and understood the scenario correctly, a comprehension check was also included after the 

scenario (“Which type of product is being talked about in this scenario?”)  

In accordance with the Prolific Comprehension Check Policy, participants were asked to reread 

the scenario if they were unsure and given two opportunities to answer the question correctly 

(Prolific, 2024). 

 

After the chatbot interaction, participants evaluated their satisfaction by giving a star rating (a 

widely used measure of customer satisfaction; see Sun et al. (2007); Crolic et al., (2022)) from 

one to five stars across four categories: overall satisfaction, customer service, speed of service, 

and helpfulness (α = .85). Participants also provided their ages and gender before being thanked 

and concluding the study (see Appendix E). 

 

 

 

4.0  Results 

H1: Augmented Intelligence will lead to higher customer satisfaction compared to Chatbot 

Anthropomorphism. 

 

An independent samples T-test was used to examine whether AuI will lead to higher customer 

satisfaction compared to an anthropomorphic chatbot. All two hundred and twelve participants 

passed the attention check and comprehension test. The test (see Table 1) confirmed a 

significant difference between the two conditions (p = .004) on customer satisfaction (i.e., 

average star rating of the four dimensions), where participants in the AuI condition were more 

satisfied (M = 3.74) than participants in the anthropomorphic chatbot-only condition (M = 

3.41), supporting H1. 

 

Table 1: Independent Samples t-test 
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H2a: Augmented Intelligence will lead to higher customer satisfaction compared to Chatbot 

Anthropomorphism when customers are in an angry state. 

 

H2b: Customer satisfaction will be the same for Augmented Intelligence and Chatbot 

Anthropomorphism when customers are in a neutral state. 

 

 

 

For H2, the study investigated the impact of chatbot anthropomorphism and AuI on customer 

satisfaction across different emotional states—neutral and angry. The analysis was conducted 

using two-way ANOVA to identify specific group differences. The test revealed a significant 

difference in customer satisfaction between the four conditions (F(3, 208) = 2.888, p = .037) 

(see Table 2). The type of conversation (chatbot vs. AuI) was significant (p = .004), while the 

scenario type (angry vs. neutral) and the interaction effect were not significant. 

 

 

Table 2: Tests of Between-Subjects Effects 

 

 

The multiple comparisons (see Table 3) revealed that for participants entering the conversation 

in an angry state, AuI led to significantly higher satisfaction (M = 3.77) compared to an 

anthropomorphic chatbot (M = 3.38, p = .015), supporting H2a. Additionally, angry 

participants in the AuI condition had significantly higher satisfaction (M = 3.77) than neutral 

participants in the chatbot condition (M = 3.45, p = .043). However, the difference between the 

anthropomorphic chatbot and AuI condition was insignificant when participants were in a 

neutral state, supporting H2b. Interestingly, angry participants' satisfaction was directionally 

higher than the neutral participants in the AuI condition. 
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Table 3: Multiple Comparison                                             * The mean difference is significant at the 0.05 level 

     

 

 

5.0  Discussion 

The findings of this study supported the prediction that AuI has a greater impact on customer 

satisfaction than chatbot anthropomorphism. This section will discuss these findings in relation 

to previous studies and theories predicted in the thesis introduction and literature chapters. 

 

According to Crolic et al. (2022), increasing chatbot anthropomorphism can increase 

satisfaction in most scenarios, but it can be detrimental if customers are angry when they start 

the interaction. The study they conducted contrasted an anthropomorphic vs. non-

anthropomorphic chatbot when customers started the interaction in an angry state. Because it 

remains difficult to make chatbots empathic and to convince customers they are (Davenport et 

al., 2020), this paper tested if a better strategy was to augment AI by inserting a human agent 

when customers are angry. This paper extends the finding of Crolic et al. (2022) by contrasting 

an anthropomorphic chatbot vs. AuI with anger as a moderator. A human agent was added 
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during the conversation, and customers’ states (angry vs. neutral) were primed prior to the 

interaction using the scenario-based approach. 

 

The significant main effect of conversation type shows that customer satisfaction was 

significantly higher when the interaction was handled through AuI compared to an 

anthropomorphic chatbot-only. This result aligns with hypothesis H1, indicating that 

augmenting human elements into AI-driven customer service could boost the overall customer 

experience. 

 

The scenario (neutral vs. angry) did not significantly impact customer satisfaction on its own, 

even after successfully manipulating the emotional states in the pretest. This implies that 

whatever state the customers are in does not have a direct effect on their satisfaction. This result 

contrasts previous studies such as Crolic et al. (2022), which implied that customer emotional 

states could significantly affect their experience in an interaction with AI. However, this 

discrepancy may partly be due to the effectiveness of AuI in reducing angry emotions. 

 

Although the scenario was insignificant, the difference between the “Angry & AuI” condition 

and the “Angry & Anthropomorphic Chatbot” condition was most significant. Previous studies, 

such as Chen et al. (2021), showed that human empathy is critical in regulating customer 

emotions, especially in angry interactions. This study extends these findings by empirically 

demonstrating that introducing human empathy results in higher satisfaction. 

 

Making chatbots more anthropomorphic remains the right strategy due to its associated 

benefits. However, for companies that are looking to provide best customer service, introducing 

a human agent when customers are angry should result in higher satisfaction. 

 

 

5.1  Theoretical Implications 

5.1.1  Expectancy Violations and Anger 

The findings from this study support the theoretical notion of expectancy violations when 

customers interact with anthropomorphic chatbots. As noted earlier, chatbots have the potential 

to violate customer expectations when they are interacting with anthropomorphic chatbots. 
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This is because customers’ need for emotion and empathy might not be met by the chatbot 

(Davenport et al., 2020); Crolic et al., 2022). According to Sundar and Noseworthy (2016) and 

Crolic et al. (2022), this violation of expectations can lead to negative outcomes for companies. 

Customers might feel frustrated and angry. As shown in this experiment, the interaction with a 

human agent significantly improved satisfaction compared to the control condition. This 

finding indicates that human agents can mitigate expectancy violations by empathizing with 

customers and engaging them in a more personalized way. 

 

5.1.2  Artificial Empathy 

Liu-Thompkins et al. (2022) argue that there is a lack of artificial empathy in chatbots. The 

current study supports this notion in that although anthropomorphism creates an illusion of 

interacting with a human, it is not effective when customers are angry and need emotional 

understanding. This happens regardless of the script for the two conditions being identical. 

Davenport et al. (2020) note that customers are reluctant to use AI technologies for emotionally 

laden tasks because they perceive AI technologies as lacking affective capabilities and 

empathy. The findings from this experiment suggest that human agents can overcome this gap 

in empathy and provide customers with more effective solutions compared to just 

anthropomorphism. 

 

5.1.3  Augmented Intelligence 

This study finds that AuI improves satisfaction when customers are angry compared to an 

anthropomorphic chatbot-only. AI-powered chatbots are capable of handling routine and 

standardized tasks efficiently, but they do not provide empathy convincingly (Castelo, 2019). 

This leads to less satisfied customers when they are angry because they require empathy 

(Davenport et al., 2020). The idea behind AuI is that AI technologies should augment and 

support human capabilities rather than replace them (Longoni & Cian, 2022). This hybrid 

approach also leads customers to be less aggressive in their reactions (Chen et al., 2021). This 

paper demonstrated that human agents were able to provide genuine human empathy and 

overcome the limitations of anthropomorphic chatbots. This builds on the findings of Longoni 

and Cian (2022), who found that AuI can eliminate the “word-of-machine” effect when 

customers use hedonic and emotional processing (e.g., when they are angry).  
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5.2  Practical Implications 

The findings of this paper have significant implications for businesses developing customer 

service strategies. Since AuI leads to better customer satisfaction, it could be more beneficial 

to integrate a human agent in angry interactions compared to just relying on anthropomorphic 

chatbots. By doing this, companies can better manage angry customers and improve overall 

satisfaction. 

 

The findings suggest that managers trying to give the best customer service possible should 

implement a human agent when customers are angry. Since the difference between AuI and an 

anthropomorphic chatbot was insignificant when customers were in a neutral emotional state, 

having an anthropomorphic chatbot should be sufficient and save money compared to having 

a human agent. It could also improve satisfaction if it is more efficient than a human since 

customers save time and prefer AI for utilitarian tasks (Longoni & Cian, 2022). If, however, 

the chatbot senses that the customers are angry, they should be transferred to a human agent. 

Even if chatbots can manage to give a high level of empathy in the future, human agents are 

still perceived as more empathic than chatbots (Davenport et al., 2022). 

 

From a societal perspective, implementing AuI in customer services can lead to better customer 

experiences as it can reduce frustration and dissatisfaction. This can improve the overall 

customer relations and increase trust towards businesses that responsibly use AI technologies. 

Moreover, customers might end up more satisfied if they receive quick responses from an 

efficient AI chatbot for simpler and more utilitarian tasks while being empathized by a human 

when they are angry and unsatisfied with the chatbot. 

 

 

5.3  Limitations and Future Research 

This study offers strong support for the proposed advantage of AuI, but it also has some 

limitations. Since the experimental design was controlled, the results could be different in a 

more complex and varied real-world situation. Furthermore, the transition from chatbot to 

human agent was designed to be seamless in this study. In practice, this handoff can be time-

consuming and interrupted. Such interruptions can negatively influence customer satisfaction 
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since long waits might counteract the positive effect of adding a human agent and decrease the 

value of the intervention. Customers may also view the chatbot and the human agent as two 

separate contacts, which can influence their satisfaction scores since the first contact resolution 

is an important driver of customer experience (Hyken, 2023).  

 

Additionally, the scenarios used in this study had ambiguous problem solutions, which means 

the customers’ problem was only partly solved. Crolic et al. (2022) demonstrated that there 

was no difference between a control bot and an anthropomorphic chatbot when a problem was 

solved, in contrast to when the resolution was ambiguous. Future research could look at the 

effect of vague versus clear problem solutions on customer satisfaction between AI and AuI. 

By comparing resolved and unresolved problems, researchers can further pinpoint the specific 

circumstances under which AuI would be effective in reducing customer dissatisfaction.  

 

Moreover, a full cost-benefit analysis of AuI versus anthropomorphic chatbots would benefit 

businesses. It would help identify the economic and operational cost trade-offs of adopting AuI 

or only chatbots and help firms make better decisions about where to invest based on efficiency, 

cost-effectiveness, and potential to increase customer satisfaction. 

 

Longitudinal studies should be conducted to explore the long-term effects of AuI on customer 

satisfaction and loyalty. While this study offers evidence for the immediate improvement of 

customer satisfaction, it is crucial to understand how these findings persist over time. 

Longitudinal designs could follow customer interactions over the course of months or years to 

assess whether the initial benefits of AuI lead to long-term customer loyalty and positive 

business results. Such research could also explore if repeated exposure to anthropomorphic 

chatbots leads to higher perceived empathy and satisfaction since customers’ reactions might 

vary due to familiarity with the technology. 

 

Another important avenue for future research is to investigate how AuI influences employee’s 

well-being and job satisfaction. While AuI can lead to better customer experiences, it is crucial 

to explore how it influences human agents when they interact with AI technologies, especially 

if their main interaction with the AI is when customers are angry and need human empathy. 

The stress from this emotional labor results in burnout and high employee turnover in customer 

service positions (Lee, 2015). Future research could investigate factors such as job stress, job 

satisfaction, and overall work environment when employees interact on a daily basis with AI 
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systems. Such knowledge can aid businesses in creating a good work environment that 

maximizes the potential of employees and customers. Addressing these research gaps will 

allow us to utilize AuI more effectively, improve interactions across different fields, and 

develop more satisfying and effective user experiences. 

 

 

 

6.0  Conclusion 

This paper investigated whether augmented intelligence – where AI is used to complement 

rather than replace human interaction – can enhance customer satisfaction when customers start 

a chatbot interaction in an angry state. The results support the proposed advantage of AuI on 

customer satisfaction compared to an anthropomorphic chatbot. This effect was more 

pronounced when customers were angry since human empathy can better manage their 

emotions and meet their expectations. The findings support the theoretical notion of expectancy 

violations and artificial empathy in that anthropomorphic chatbots are limited in providing 

genuine and empathetic responses, especially when customers need emotional relief. The 

practical implications of this study add to the existing literature on human-computer 

interactions and emotional intelligence in AI technologies in that AuI can overcome the 

empathy gap in AI systems. For businesses, it is recommended that they invest in AuI systems 

and train human agents to interact effectively with AI when customers get angry. Moreover, 

companies can optimize customer service by adding a human agent to the flow of AI-powered 

customer service, which can improve customer satisfaction and maximize efficiency. Finally, 

future research should investigate the long term effects of AuI, explore how augmented 

intelligence influences employee’s well-being, and do a cost-benefit analysis of implementing 

AuI versus anthropomorphic chatbots. Such knowledge can aid various domains in leveraging 

the full potential of augmented intelligence.
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8.0  Appendices 

8.1  Appendix A – Scenarios 

 

Neutral Scenario 

 

Imagine you've recently purchased a new laptop online for your studies. Upon using the laptop 

for the first time, you notice it's quickly overheating. You check the manufacturer's website 

and find that you may need to send the laptop back for a repair or replacement. This process is 

expected to take longer than you thought, especially considering your need for the laptop for 

your studies. Despite your reluctance, you decide to contact the online customer chatbot service 

for assistance. You're determined to 1) solve the laptop's performance issue and 2) solve the 

delivery issue. 

 

Angry Scenario 

 

The added text is in italics. 

 

Imagine you've recently purchased a new laptop online for your studies. The laptop's delivery 

was delayed without a clear explanation, causing you to miss important deadlines. Upon using 

the laptop for the first time, you notice it's quickly overheating. Frustrated, you spend hours 

researching potential fixes online, without success. You check the manufacturer's website and 

find that you may need to send the laptop back for a repair or replacement. This process is 

expected to take longer than you can afford to wait, especially considering your immediate 

need for the laptop for your studies. You feel angry because you are already falling behind on 

your studies. Despite your reluctance, you decide to contact the online customer chatbot service 

for assistance, feeling frustrated and let down by the company. You're determined to 1) solve 

the laptop's performance issue and 2) solve the delivery issue. 
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Anger scale: 

 
 

 

 

8.2  Appendix B – Anger vs. Neutral Pretest Results 

 

 
Group Statistics 

 

 

 
Independent Sample T-test 
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8.3  Appendix C – Anthropomorphic Chatbot Pretest Results 

 

 
Group Statistics 

 

 

 
 

One-Sample Test 
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8.4  Appendix D – Chatbot Conversation 

8.4.1  Anthropomorphic Chatbot-only Conversation 
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8.4.2  Augmented Intelligence Conversation 
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8.4.3  Anthropomorphic Scale 
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8.5  Appendix E – Customer Satisfaction and Demographics 
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