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Abstract
In this conceptual work, an attempt is made to demonstrate the theoretical misun-

derstandings in explaining the role of human behavior in the field of cybersecurity. In
demonstrating these theoretical misunderstandings, we will mainly refer to the applica-
tion of psychological theories in understanding and explaining the human behavior in
the context of cybersecurity. In doing this, we will rely mainly on a literature review on
studies conducted in the last two decades in explaining the human nature and behavior
when dealing with the issue of multiple breaches in the field of cybersecurity. It is our
belief that the hypothesis of human behavior being the weakest link in the context of
cybersecurity should be taken with reservations, hence, we need a new paradigm shift
in explaining cybersecurity breaches. We agree that the human element cannot be over-
looked, but we do maintain that we are in a dire need of a balanced approach between
hardening the technical systems and incentivizing secure human behavior. An in depth
understanding of cybersecurity behavior is vital to identifying anomalies and preventing
cyberattacks.

Keywords: Information security, cybersecurity, hacking, human behavior, weakest
link, literature review.
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Chapter I

Introduction

The world we live in today, without any doubt, cannot function without the use of
computers, cellphones, and internet. All over the world, impacts of information tech-
nology have been felt regardless of the location. Using information technology is a way
of life and connects people to what’s new and popular. Without any doubt, people have
gained benefits from information technology and cyber advances that held in the growth
of the production industry such as energy, retail, transportation, technology, healthcare,
banking, governmental institutions, education, and many other fields. Information tech-
nology, therefore, is valuable and critical to the modern society. Looking at it from this
perspective then, information technology is meant to progress the world around us and
give benefits to society in numerous ways.

However, this huge surge in interest and acceptance of information technology did
not happen without leaving huge gaps in using or misusing this great advancement of
the technology, because, as already witnessed on many occasions throughout human
history, human beings have a great capacity to use, as well as misuse, the advancement
of human knowledge, with special focus on the advancement of information technol-
ogy. This is evident due to the large numbers of significant security incidents and data
breaches that are being publicized on a regular basis. As a result of the continuing
publication of high-profile security breaches, organizations are increasing attention and
looking for ways to improve their assurance in order to protect their brand and reputa-
tion, as well as to prevent or reduce the associated financial implications.

As a consequence of this, although this was not the case at the beginnings of cyber-
security research, in the last two decades we are faced with an explosion of research
by cybersecurity scholars who have started observing that the human element cannot
be overlooked when dealing with numerous breaches in the field of cyber security. Ac-
cording to them, not only is human behavior one of the biggest risks to a secure net-
work, but understanding typical behavior is vital to identifying anomalies and prevent-
ing cyber-attacks. Therefore, many scholars in the field of cyber security, intentionally
or unintentionally, started blaming the human behavior whenever faced with situations
of explaining numerous attempts of cybersecurity breaches. In other words, various
scholars of information technology started hypothesizing, and today making it an all
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accepted norm, that the “human behavior is the weakest link.”
For the sake of the argument, we can say that most of these studies and reports about

the “weakest link” narrative are coming due to the increasing number of cyber incidents,
hence it is assumed that “human error” is to be blamed for this unstopping phenomenon.
According to these studies and reports conducted in the last two decades, humans are
considered the greatest vulnerability to security Schneier [2004]; Furnell and Clarke
[2012] . One report, for example, estimated that 95% of cyber and network attacks
are due to human errors Nobles [2018]. According to the IBM [2015] Cyber Secu-
rity Intelligence Index, human error was responsible for 9 out of every 10 information
security incidents that year IBM [2015]. A follow-up study by IBM Security [2019]
examined the top three root causes (malicious or criminal attack, system glitch, and
human error), which shows that human error accounted for 24% of them IBM Security
[2019]. Another report coming from Verizon’s 2023 Data Breach Investigations Report
Verizon [2023], an astounding 74% of all data breaches involve the human element.
Even more astonishingly, email serves as the attack route in 98% of all social engineer-
ing incidents, which include widespread phishing campaigns. Evans et al. [2016], for
example, found that in 2014, approximately 50% of the world’s worst data breaches
resulted from unsuspecting human error. This work by Evans et al. [2016] showed that
half of the significant security incidents result from specific elements, including users
and unintentional errors. In short, it is worth noting that almost all of these studies and
reports into the role of humans in cybersecurity see human as the problem rather than
the solution Triplett [2022].

In this context, therefore, most research on this area focused on errors done by com-
puter system users (King et al. [2018]; Andrade and Yoo [2019]). In other words,
according to the majority of these studies and reports, company employees are treated
as the “weakest link” in ensuring system security (for more see, to Ifinedo [2014]; Sasse
et al. [2004]; Vroom and Von Solms [2004]; Stanton et al. [2005]; Guo et al. [2011].
These alarming numbers, maintain proponents of this approach, underline the exploita-
tion of human psychology by threat actors to devise precise and sophisticated attacks.
Through creative techniques, maintain these researchers, these actors manipulate in-
dividuals into compromising security by either disclosing confidential information or
engaging with malicious content. Because of these astounding numbers in the breaches
in the cybersecurity, proponents of this approach started to hypothesize and coined the
term “human beings are the weakest link” in information security. In fact, the view-
point that the “human is the weakest link” today continues to be arguably the most
prominent view within industry and research (Goo et al. [2014]; Hughes-Lartey et al.
[2021]; Lowry and Moody [2015]; Sabillon [2022]).
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However, we maintain that this narrative that has grown and become a norm today, is
still in its infancy stage and requires further investigation. We think that the simplifica-
tion and the easiness in which the human behavior has been, and continues to be blamed
as the “weakest link” in the context of cybersecurity, solely on the basis of numerous
breaches in the cybersecurity is scientifically incorrect, and does not offer any practical
usefulness to the breaches in cybersecurity. In this regard, today we have a plethora of
research that attempt to demonstrate that “human as the weakest link” discourse is not
only unhelpful but largely invalid (Beautement and Sasse [2009]; Inglesant and Sasse
[2010]; Nurse et al. [2011]; Weirich and Sasse [2001]). The research, therefore, reflects
a need for more ‘positive’ security research and dialogue, both within academia and
industry Zimmermann and Renaud [2019]. In this regard then, understanding human
behavior’s role in cybersecurity is of paramount importance in recognizing common
threats that might often originate from simple mistakes or misunderstandings; rather
than just blaming everything on the human being as the “weakest link.”

Having said this, it is our impression that these existing studies on the “weakest link”
phenomenon have made profound impacts that lead scholars thinking about a paradigm
shift Kuhn [1996] in cybersecurity behavior research, by shifting research attention
from the technological or organizational capacity to the human ability, in order to aim
for protection and effectively and efficiently defend the use of cyberspace from cyber-
attacks. This change in emphasis from technology and organization to human behav-
ior, therefore, shifted furthermore research attention from cybersecurity professionals
to ordinary cyber users. In doing so, this shifted research attention from building the
strongest system, to tackling the weakest link in order to improve cybersecurity effec-
tiveness. However, as it is going to be demonstrated in this conceptual study, this is both
dangerous and incorrect, and therefore we need a new paradigm shift of returning to the
original work on building strong platforms and protocols to having a secured informa-
tion technology, organizational network, and at the same time, using the “strongest link”
in human behavior in building a technology that is not only secure, but at the same time
beneficial for the development of human knowledge.

In this conceptual work, therefore, an attempt will be made to demonstrate that the
narrative of “human behavior being the weakest link” is grounded on an inadequate ex-
planation of the cybersecurity behavior, and that this premise has produced an incorrect
direction for many cybersecurity scholars in explaining and concluding about the “na-
ture” of human behavior when dealing with numerous breaches in cyber security. It is
our belief that this explanation of the human behavior as the “weakest link” should have
produced by now a practical solution to the ever increasing cyber breaches, but this is
not the case. Having in mind the everyday facts that information security management
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did not offer any recipe to cybersecurity because of the continuous increase in the gaps
and weaknesses within industry and practice Evans et al. [2016], we are obliged to see
what went wrong, and hopefully offer functional solutions to the ever increasing inci-
dents in the field of cybersecurity. Of course, we do agree and believe that expertise in
the behavioral analysis should be increased and become an important aspect of cyberse-
curity education programs, but what we noticed in the cybersecurity research of the last
two decades is the inadequate explanation of the human behavior as the “weakest link,”
and the fact that this approach has not produced any practical solutions to the increasing
numbers of breaches in the field of cyber security.

In demonstrating this inadequate and incorrect explanation of the human behavior
as the “weakest link”, we are going to tackle the thesis through two responses that we
believe are of crucial importance in understanding rightly the nature of human behavior
when attempting to offer solutions to cybersecurity breaches. Firstly, while conduct-
ing a literature review on cybersecurity and human behavior, we have observed that the
premise of the “weakest link” narrative is not supported by empirical studies. In other
words, the continuous repetition of this narrative that has grown into a norm today, is
being defended solely by certain surveys and general assumptions conducted by certain
organizations and companies that human behavior is the “weakest link” since cyberse-
curity breaches continue to happen at an alarming rate. As it is going to be demon-
strated in the following chapters, beyond some surveys and reports, there is hardly any
real-scientific study that would take into consideration all possible factors that might in-
fluence data breaches and incidents, like technology, organizations, governments, poli-
cies, environment, and many other possible factors. We maintain that all these factors
must be studied accordingly in relation to breaches in cybersecurity if we want to build
a strong causal relationship between all these elements and breaches in cybersecurity.
Without this real-based research, we claim that this explanation is not adequate and suf-
ficient, hence the “weakest link” narrative needs to be detached from the cybersecurity
research, if we really want to find solutions to the numerous breaches and incidents in
the field of cybersecurity.

Secondly, from the systematic literature review that will be demonstrated in the fol-
lowing chapter, it may be easily deduced that the proponents of the “weakest link” nar-
rative have already accepted this narrative as an accepted norm, therefore many scholars
of the field rushed in using and implementing many psychological theories in order to
understand and improve human behavior. As it is going to be demonstrated in the fol-
lowing chapters, in the last two decades, we have an explosion of studies where scholars
of information systems research are using many psychological theories, in particular be-
havioral theories, in order to understand and improve human behavior in the context of
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cybersecurity. We believe that there is nothing wrong in using behavioral theories in
explaining the human behavior in the context of cybersecurity because of the interdisci-
plinary nature of the field in question. However, we maintain that this can be done only
after you demonstrate the real causal relationship between “human behavior” and the
“weakest cybersecurity link” which in our case here is definitely lacking. As a result of
this, we believe that the research studies conducted in the last two decades have done a
great job in understanding better the human behavior in the context of cybersecurity, but
practically speaking these research studies are of no help in dealing with the “weakest
link” narrative, hence having a more secured cyber space. We maintain that the uses of
these psychological theories in understanding better the human behavior is offering a
weak solution to the “weakest link” narrative.

Moreover, having in mind that we believe that the “weakest link” narrative is not of-
fering any solution to the increasing problem of cybersecurity breaches and incidents, in
the third part, therefore, we offer a balanced view to the ever-increasing number of data
breaches. In other words, in order to have a more secured cyber space, we propose a
balanced approach of treating and considering with full care and attention all the factors
that play an important role in the field of cyber security. We propose to replace the lin-
ear narrative of the “weakest link” as a solution to the already existing problem of data
breaches, therefore, we propose that scholars of the field need to move away from blam-
ing the human behavior for all the ills that are happening with regard to the cybersecurity
incidents and breaches, and focus more on conducting studies in understanding and im-
proving the cyber space, by concentrating on all the possible factors that play a role in
the organizational context. In taking this balanced and non-linear approach, of course,
we rely firstly on the ground breaking theory of organizational behavior by March and
Simon [1958], which emphasizes the role of organizational structure, processes, and
social influences in shaping individual behavior and decision-making. As a result of
this complexity, therefore, we can say here that the uses of psychological theories and
methods to understand and explain human behavior in cybersecurity, is not adequate in
explaining and offering solutions to the ever-increasing phenomenon of cybersecurity
breaches. This is so because todays organizations requires considering the interplay
between technology and society as crucial pillars in understanding better the field of
cyber space, and hopefully offer better solutions to the ever-increasing phenomenon of
cybersecurity breaches. At the same time, in proposing such a balanced approach, we
rely also on the theoretical contributions made by Hanseth and Ciborra [2007], which
provide a lens for analyzing the dynamic, shared, and often unpredictable nature of the
technological underpinnings of modern life, highlighting the crucial interplay between
technology, people, and organizations in their evolution and use. By grounding our ar-
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gument in these two theories, therefore, we hope to offer a better answer to our research
question of the “human behavior being the weakest link,” and hopefully provide a better
solution to the ever-increasing data breaches and incidents in cybersecurity.

Certainly, the field of psychology has plenty of theories and empirical data to explain
differently the human nature, and move away from this deterministic and pessimistic
view of human behavior in various organizational settings, but at the same time, there
is a need for having a more balanced approach with regard to other important factors,
like technology, policies, governments, organizations. All these factors must be treated
accordingly by the scholars of the field, if we want to have a more robust and secured
cyber space. The actual approach of the “weakest link” narrative does not offer a posi-
tive picture in this regard. In this work, therefore, through systematic literature review,
an attempt will be made to recognize and understand these gaps and weaknesses within
the research offered on cybersecurity and human behavior, having in mind the continu-
ous significant security incidents and data breaches that are being publicized on a daily
basis, without a clear solution yet to be offered. This will be done after problematizing
the “weakest link” hypothesis, as the only solution to the existing problem of cyberse-
curity breaches.

1.1 The research aim of this work

The aim of the current research is to provide insights about the current direction
taken by many scholars of information systems and cybersecurity when attempting to
explain the nature of the human behavior being the “weakest link” in the context of
cybersecurity breaches. Through this research aim, an attempt will be made to demon-
strate that the hypothesis of the “weakest link” remains just a general assumption and a
claim without a scientific-based research. The numerous studies in the last two decades
in using and applying psychological theories and methods in order to understand and
hence improve human behavior do not relate to the “weakest link” phenomenon. In
achieving this aim, therefore, we hope to demonstrate the fact that this kind of approach
proposed by many scholars of the field in question, has not offered any solution to the
increasing number of breaches in cyber security. We continue to be faced with thou-
sands of data breaches every single day. In reaching this research aim, therefore, we are
going to rely mainly on a systematic literature review of numerous studies conducted in
the last two decades in the field of cybersecurity and human behavior.

In this regard, the aim of this conceptual work is to provide new insights into the
question: “Is human behavior the weakest link in information security?” In answering
this question, we will rely on a systematic literature review. By answering this research
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question, organizations can get valuable information on how they should be prepared
for security attacks and which parts of information security they should invest in. The
results, we hope, will help organizations determine if they are trusting the wrong as-
sumptions in order to manage their information security. In order to find the answer to
this question, therefore, the literature related to the subject and the research question
must be carefully reviewed. To address these problems in an organized way, the study
will rely solely on a systematic literature review. In this way, we hope that this litera-
ture review will also provide a critical view of the current literature and challenges the
generalizations made within.

In this work, therefore, we argue that while many of the articles stress that “human
is the weakest link in information security”, for example, Schneier [2000]; Mitnick
and Simon [2002]; Vroom and Von Solms [2004]; Bulgurcu et al. [2010], Chen et al.
[2008], they have not justified this claim with any direct scientific evidence. In the
following chapter, therefore, we are going to examine some of these articles and see
how they have used generalizations in their text but have not justified their arguments
in any way possible. As it is going to be demonstrated, most of these articles deal with
changes and possibly improvement of the human behavior, without bothering much to
defend the causal relationship between the “weakest link” narrative and the breaches
in cybersecurity. In this work, therefore, an attempt will be made to demonstrate how
causality is used by these researchers to explain these complex situations, whereas in
fact there are many factors that can affect the situation and other factors, but that all of
these factors have been ignored by various scholars of the field.

Therefore, the research aim of this theoretical work is to present the state of the art
of the research conducted in the last two decades in the context of cybersecurity and
human behavior. This state of the art is going to be represented through systematic
literature review research. By using the method of literature review, an attempt will
be made to contribute to the existing theoretical research on cybersecurity and human
behavior, with special focus on finding better solution to the numerous breaches on cy-
bersecurity. In other words, the aim of this theoretical research is a modest contribution
in seeing whether the thesis of the “human behavior being the weakest link” is being
defended without reasonable doubt, and hopefully to initiate a new paradigm shift with
regard to finding solutions to cybersecurity breaches. It is further argued that when se-
curity measures and policies have failed previously, it is because they were not usable or
workable, not because the human is an inherent ‘weakness’ in cyber-security processes.

In achieving these aims, we organize this work in different chapters, in order to have
a clear picture of all these undertakings. In this sense therefore, in Chapter 2, we present
the most up-to-date literature review of the theoretical work done in studying cyberse-
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curity and human behavior. In Chapter 3, we discuss the ways in moving forward from
the current state of the art in the topic of the “weakest link” phenomenon in the con-
text of the cybersecurity and human behavior. Here, an attempt will be made to offer
a different perspective and solution with regard to breaches in cybersecurity. Finally,
in Chapter 4, we will try to provide certain concluding remarks with regard to future
research on cybersecurity and human behavior, with special attention on the “weakest
link” phenomenon.

11



Chapter II

Literature Review on the “Weakest Link” Narrative

In this chapter, we will present the literature review on the “weakest link” narrative
by focusing exclusively on the systematic literature review. Before dealing with this
topic, however, we will explain methodology and the research process of this study, in
order to have a full picture of the rationale for opting for this research method and the
related steps.

2.1 Systematic literature review

We have to make it clear at the outset that the research method used in this particular
study is the literature review, with special emphasis on systematic literature review. Ac-
cording to Baumeister and Leary [1997], one of the goals of literature review is problem
identification and more specifically, finding problems or weaknesses from the existing
literature. A systematic literature review is a structured, methodical, and comprehensive
way of collecting, evaluating, and synthesizing research on a specific topic or research
question. In other words, this kind of literature review, unlike other traditional literature
reviews, follows a clear, predefined protocol to minimize bias and ensure replicabil-
ity of the study. The goal of this particular literature review is to summarize existing
evidence on a particular topic. In doing this, a researcher aims to identify possible re-
search gaps of this particular evidence, and possibly propose a new framework, or keep
a balance between the two. In this way, there is a hope that the researcher supports
decision-making in policy or practice, and possibly provide a base for future research.

The goal of this this study, therefore, is to find weaknesses and problems of the par-
ticular area of humans in information security, with special focus on the “weakest link”
hypothesis, and hopefully provide a new conceptual framework of dealing better with
overall breaches in cyber security. Based on these identified goals, therefore, we can
say that literature review is the best possible research method to find an answer for the
research question. The research question “Is human the weakest link in information
security?” is a very complex question which includes a lot of causal relationships due
to many different factors that might influence the topic in question. Through systematic
literature review, therefore, we hope to get a good understanding of the cybersecurity
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and human behavior landscape in academic literature and observe if the general narra-
tive that humans are the “weakest link” is supported by scientific evidence.

The aim of this systematic literature review is to have an overview of scholarly work
conducted in the context of cybersecurity and human behavior in order to understand the
ways how the scholars of the field treated the complexity of human behavior in the field
of cybersecurity. In this way, this literature review narrows its focus by drawing on the-
ory and research grounded in psychology, when attempting to understand and explain
numerous breaches in the field of cyber security. By drawing on such cyber-security
fields, the current literature review looks at how previous research on cybersecurity and
human behavior has influenced the study of human factors being the “weakest link”
with regard to breaches in cybersecurity. In doing so, as explained briefly in the previ-
ous chapter, we hope to identify gaps in the research studies, and recognize the incorrect
direction taken in proposing solutions to numerous cybersecurity breaches that continue
to happen on a daily basis, regardless that these solutions have been identified over two
decades now. Much of this literature, of course, comes from the broader umbrella field
of studies in cybersecurity and human behavior.

For this work at hand, therefore, we have decided to select for analysis and evaluation
papers from year 2000 onwards, having in mind that the research question is so broad
that it needs more space to support it, which we do not have it for this undergraduate
thesis. The year of publishing has been limited from 2000 and onwards, having in mind
that in this period of time of just over two decades we have an explosion of research
studies in cybersecurity and human behavior. In addition, almost 20 years is enough
to find out whether the “weakest link” narrative is rooted in the past or whether it has
become common only in recent years. Moreover, in order to improve the reliability of
the research, we will only accept publications that are mainly from academic sources,
with occasional reference from non-academic source, whenever needed to support our
conceptual framework. All the papers that are used in the research have to be related to
information security because the research question pertains only to cyber security. In
order to find the answer for the research question, all the papers must discuss the role
of humans or human factors in cybersecurity, because otherwise they are not relevant to
the study.

In this regard, we decided to use Scopus which is a huge multidisciplinary database
with citations and abstracts from peer-reviewed journal literature, trade journals, books,
patent records, and conference publications, with the following keywords, “weakest
link in cybersecurity”, “humans as the weakest link”, “human error cybersecurity”,
“psychological theories in cybersecurity”, and organizational factors to cybersecurity
breaches. With regard to the first keyword of “weakest link in cybersecurity”, we got in
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total 183 results, of which 46 were academic articles, all published from year 2000 and
onwards. The second keyword of “humans as the weakest link” resulted in 545 findings,
of which 342 academic articles. The third keyword being “human error cybersecurity”
resulted in total of 380 findings, of which 124 were academic articles. “Psychological
theories in cybersecurity” resulted with 68 findings, of which 32 were scientific arti-
cles. The final keyword of “organizational factors in cybersecurity breaches” provided
45 results, of which 23 were academic articles. We have to mention here, however,
that due to the limited space allocated for this undergraduate thesis, it is not possible
to include all these findings and academic articles as part of this literature review. In
this systematic literature review, therefore, we are going to review only certain articles
pertaining directly to the research question of the “weakest link”, which is around 30
books and articles, with the hope that these scientific articles are representative for all
other remaining articles dealing with the narrative of the “weakest link.”

In the table below we present the search results per keyword in order to have a better
picture of the entire material collected from the Scopus multidisciplinary database:

Keyword on Scopus Total results Academic articles
Weakest link in cybersecurity 183 46
Humans as the weakest link 545 342
Human error cybersecurity 380 124
Psychological theories in cyberse-
curity

68 32

Organizational factors in cyberse-
curity breaches

45 23

Total 1221 567
Total selected 163 30

Table 2.1: Search results per keyword

We have to mention here that the rationale behind this kind of selection of the aca-
demic articles to be incorporated in the literature review for in depth analysis, stems
from our research question dealing exclusively and directly with the phenomenon of
the “weakest cybersecurity link,” which is just over 100 academic articles. We hope
that this selection of 30 articles is a good representation of all the remaining articles not
being covered here in this undergraduate thesis. The reason for the exclusion of other
articles, in total 567 articles, was mostly due to the wrong context; articles which did
not fit the criteria of practicality and quality appraisal, and there were also a few that
were not academic papers.
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2.2 The origins of “weakest link” narrative

Before we start reviewing the literature on the “weakest link” narrative, that Sasse
et al. [2001] has defined it as a phenomenon that ordinary users rather than cybersecurity
technologies is the ultimate source of most cybersecurity breaches and thus they are the
weakest link in the cybersecurity chain, it would be important to see the background
and the origins of this premise, in order to have a full picture of the topic in question.
Although tracing the origin of this narrative is not our primary target here in this work,
still we hope that this background information will help to have a better grasp and
understanding of the analysis and evaluation of the literature review on the topic later
in this chapter. In fact, we hope that by tracing the potential origins that give rise and
dominance to this narrative, will help us to better understand the implications that this
premise has on viewing the presence of human behavior in the cybersecurity circle.
Although it is difficult, if not impossible, to find the exact origins of the notion that
“human is the weakest link” Soliman and Järveläinen [2024], still we can say that this
term was coined by people who saw in humans problems in the production line and are
often the first to blame in the breaches in cybersecurity. In this line of reasoning then,
there is a clear indication that roots of this narrative could be rooted in writings that are
influenced by Taylor’s scientific management Braverman [1998].

Another possibility of tracing the origins of this narrative might be coming from
Schein [1996], who coined the term “engineering culture.” According to Schein [1996],
who has worked extensively on culture, when he talks about “engineering culture” he
refers to the “designers of the technology underlying the work,” and this kind of educa-
tion “reinforces the view that problems have abstract solutions and that those solutions
can, in principle, be implemented in the real world with products and systems free of
human foibles and errors” (p. 14). Similar view in the cybersecurity discourse was
noticed by Ebert et al. [2023] when they claimed that during scientific management
of Taylorism, “human operators were framed as a problem to be controlled by enforc-
ing compliance with rules and penalizing violations” (p. 2). This kind of thinking, of
course, today has led many other authors to remove human element from the equation
altogether because the human error is the biggest threat, accounting for over 80% of in-
cidents and cybersecurity breaches Chamorro-Premuzic [2023]. It is our belief that by
tracing back the origins of the “weakest link” narrative to this line of reasoning, these
researchers opened a new way of thinking with regard to bringing into equation the arti-
ficial intelligence to be the tool that helps businesses keep human negligence in check by
relying on machine intelligence to de-risk human behavior Chamorro-Premuzic [2023].
Since this is totally a new topic that requires special attention and treatment, we are
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mentioning here superficially only to demonstrate the link between the “weakest link”
narrative and its trace in the “engineering culture” mentioned above.

Since the primary aim of this work is not tracing the roots of this narrative, however,
we can skip this and other related background information, and jump directly to when
this premise got firstly coined as the “weakest link” in the field of cybersecurity. In
this regard, the “weakest link” phenomenon was firstly coined in the field of cyberse-
curity by Schneier [2000], when he said that “People often represent the weakest link
in the security chain and are chronically responsible for the failure of security systems”
(Schneier [2000], p. 149). According to Mc Mahon [2020], Schneier is considered as
an influential cybersecurity expert who has published several books on the topic and
regularly writes blogs on cybersecurity issues. Although it is unlikely that the origins
of this narrative are coming directly from Schneier, still we can claim that he has in-
fluenced a wide distribution of the “human as the weakest link” narrative. Around the
same time period, Mitnick and Simon [2002] maintained a similar point by compar-
ing cybersecurity to home security, and how people install locks in order to feel safe,
and no matter what is put in place, the home remains essentially vulnerable, because
“the human factor is truly security’s weakest link.” The proponents of this premise on
many occasions even refer to Kevin Mitnick, one of the most famous computer hackers,
which offered an insider’s view when he testified before the Congress after spending
five years in prison, stating: “The human side of computer security is easily exploited
and constantly overlooked. Companies spend millions of dollars on firewalls, encryp-
tion and secure access devices, and its money wasted, because none of these measures
address the weakest link in the security chain” Poulsen [2000].

In short, the idea that “humans are the weakest link” has dominated academic and
industrial space of security information systems for over two decades. While its philo-
sophical origins predate the industry by several decades, for our present purposes we
need to go back no further than the beginning of this millennium. The influences of
these scholars are such that this phrase developed significant prevalence in informa-
tion security circles, though it was likely an already common trope in physical security
discourse. However, from what has been presented in these studies and reports, it is
our belief that there is no scientific justification of the assumption that humans are the
“weakest link.” The authors generalize that human behavior is “the weakest link”, but
there is no scientific reference in making such a claim. We argue that by making this
claim, authors are obliged to offer scientific proof and evidence, but we only see im-
plicit claims that human beings make mistakes and that these mistakes cause problems
to organizations. The reader is left with the idea that humans are the “weakest link,”
solely on the basis that security breaches are happening. Therefore, it is of paramount

16



importance to review the existing literature on the “weakest link” narrative in order to
have a full picture of the topic at issue.

2.3 Human behavior as the “weakest link” in the litera-
ture

In the field of cybersecurity, human behavior was mainly viewed through lenses and
theories borrowed from disciplines such as criminology, D’Arcy and Greene [2009],
Straub [1990], psychology Moody et al. [2018], Herath and Rao [2009], health psy-
chology Boss [2015], Johnston et al. [2015], Liang and Xue [2010], Jiang et al. [2016],
Verkijika [2018], and moral philosophy Siponen [2001], just to mention a few. The
application of these theories from other disciplines has raised questions regarding their
applicability in behavioral cybersecurity Crossler et al. [2013], Truex [2006], and we
are going to discuss these implications in the following sections accordingly. For now,
it is sufficient to say that several frameworks or theories have been applied to research
human behavior in the field of cybersecurity. Of course, these and many other studies
are just a few examples of over 500 empirical articles on cybersecurity behavior pub-
lished in a wide variety of general interdisciplinary journals, such as Nature, Science,
and New England Journal of Medicine; cyber behavior research journals, like Behav-
ior & Information Technology, Cyber-psychology, Behavior, and Social Networking,
Computers & Education; and cybersecurity technology journals, like Computers and
Security, Computer Fraud and Security, Journal of Information Security and Appli-
cation; Journal of Cybersecurity, International Journal of Information Security, MIS
Quarterly, Journal Information Systems Research, and Network Security.

Of these over 500 empirical articles, approximately over 100 journal articles have
been published, explicitly specifying the phenomenon of the “weakest link” Hinde
[2001] Sasse et al. [2001]. In fact, the recognition and the treatment of the “weak-
est link” phenomenon today is one of the most important scientific contributions in
cybersecurity behavior D’Arcy and Greene [2009], Sasse et al. [2001], Schneier [2000]
Stanton et al. [2005] Crossler et al. [2013]. These articles have made various empiri-
cal, theoretical, methodological, and practical contributions to the area of cybersecurity
behavior, conveying a highly encouraging and valuable research direction that has not
only scientific importance but also broad societal impacts, and helped the research com-
munity and the general public to better understand the complexity of cybersecurity in
general and cybersecurity behavior in particular Yan et al. [2018]. It remains to be seen
whether this enormous amount of research studies in the field of cybersecurity and hu-
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man behavior is able to explain the hypothesis of the “weakest link” phenomenon in
relation to the enormous breaches in cybersecurity.

Of course, in recent years the science of cyber behavior is witnessing an unprece-
dented surge in this specific research area, cybersecurity behavior research, which ex-
amines cognition, emotion, and behavior of human beings in cybersecurity and cyber
privacy Aiken [2016], Hadlington [2017], Suler [2015], Yan et al. [2012], but relating
these research studies in the context of “weakest link” narrative and breaches in cyber-
security, is nowhere to be found. For example, only in the Journal Computers in Human
Behavior, more than ten empirical studies have already been published just in the year
2017. The studies have examined various aspects in cybersecurity behavior, such as
data hacking anxiety Elhai et al. [2017], cybersecurity hazards perceptions (Van Schaik
[2017], internet scam victimization Chen et al. [2017], and social engineering attack
interventions Junger et al. [2017], but we continue to wait for a direct response to our
question, but without any success. In fact, we are even surprised at the speed in which
this “weakest link” hypothesis is accepted by a huge number of scholars without a con-
crete base in the scientific principles, in relation to the breaches in cybersecurity.

In fact, today cybersecurity is completely immersed in this idea that has become like
a cliché. It features significantly in security awareness blogs Spitzner [2019], informa-
tion technology industry publications Rossi et al. [2015], Wright [2016], media outlets
Vishwanath [2016], and even Oxford University Press monographs Singer and Fried-
man [2014]. As such, this negative characterization of human nature shows no sign of
disappearing; on the contrary, it gains an overall presence and acceptance on a daily
basis. A vast amount of literature explicitly advocated for it: in the context of airport
Schwaninger [2006] and mobile security Lau et al. [2017]; systematic reviews Mah-
futh et al. [2017], cyber-psychology Wiederhold [2014], social networking Lehrman
[2010] - and many more, and these are only those who just openly mention the idea
of “weakest link.” No matter how advanced our technological defenses become, main-
tain scholar of this approach, the human element is likely to remain the weakest link
in the cyber security chain. However, we continue to search for cause-effect relation-
ship in this regard, but such a relationship is lacking in these studies. In fact, we want
to understand how these scholars reached these conclusions because by understanding
psychological principles as applied to cyber security, we will be able to craft security
strategies that resonate with employees and encourage proactive and security-conscious
behaviors Von Oertzen [2025], but we see no such justifications.

In other words, whether we are talking about studies that developed theoretical mod-
els of the weakest link phenomenon Grossklags and Johnson [2009], Pieters [2013],
research that examine a wide variety of specific factors that are associated with cyber-
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security breaches, such as gender Anwar et al. [2017], attitude Bulgurcu et al. [2010],
organization culture Hu et al. [2012], motivations Guo et al. [2011], self-efficacy and
perceived vulnerability Ifinedo [2012], perceived severity and locus of control Workman
et al. [2008], social pressure Dang-Pham and Pittayachawan [2017], personal responsi-
bility, intervention strategy, and prior knowledge Shillair et al. [2015], and personality
(Shropshire et al. [2015], the situation remains the same with regard to providing a di-
rect causal relationship between all these factors being studied, and the phenomenon of
the “weakest link.” Certainly, all these factors play an important role in changing and
improving human behavior in the context of cybersecurity, but this particular attempt
to change human behavior needs to be applied only after has been established beyond
any reasonable doubt the causal relationship between “human behavior” and breaches
in cybersecurity. To conclude that there is a causal relationship between all these factors
and the “weakest link” hypothesis, solely on the interaction between a computer system
and the human user is scientifically unacceptable. The idea that in order for computer
system to do anything useful, in one way or another it is going to have to interact with
users in some way, and this interaction is the biggest security risk of them all, leaves the
readers with so many gaps since there is no single causal relationship between all these
factors and the “weakest link” phenomenon.

2.3.1 Psychological approaches and empirical limitations in answer-
ing the “weakest link” narrative

This literature review, of course, cannot deal with all the research studies in this
field, due to the space allocated for this undergraduate thesis, and therefore will deal
only with some of the most prominent psychological theories used in cybersecurity and
human behavior research. Such research studies belong to the general group of theories
related to General Deterrence Theory Beccaria [1986] and Bentham [2000], Neutral-
ization theory Sykes and Matza [1957], behavioral theories like, Protection Motivation
Theory Prentice-Dunn and Rogers [1986] , and the Theory of Planned Behavior Ajzen
[1985], just to mention some of the main theories used to explain human behavior in
the field of cybersecurity. In general, such theories have been applied to cyber security
to aid understanding of why individuals may behave in what security professionals see
as a non-compliant manner. In this way, this review will look at the practical ways
researchers have previously used these theories in cyber security in order to change per-
ceptions and behavior of human beings when faced in cyber security processes, with
the intention to solve the problem of human behavior being the “weakest link.” Within
each relevant section, therefore, this review will summarize research that has applied
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social psychological theories to the field of cyber security, as well as highlight gaps in
the current research in the field in question.

Viewed from a superficial level, we can say that these psychological theories men-
tioned above not only that they do not provide an answer to the “weakest link” hypoth-
esis, but at the same time, they pose problems with far bigger consequences for both
humans and organizations by relying solely on inducing fear-behavioral corrections.
According to Soliman and Järveläinen [2024], the most popular theories in behavioral
cybersecurity research, such as Deterrence Theory (DT) and Protection Motivation The-
ory (PMT), attempt to provide solution to the “weakest link” problem through fear-
induced behavioral correction. On one hand, these particular theories like Deterrence
Theory, for example, emphasizes the fear of severe, certain, and swift punishment as
a mechanism to deter bad behaviors by humans that result in numerous breaches of
cybersecurity. On the other hand, the Protection Motivation Theory emphasizes fear
appeals, like awareness messages, as a mechanism to steer people away from unhealthy
behaviors, borrowed extensively from health sciences. We suspect that these ideas not
only that they have become so prevalent in the cybersecurity, but at the same time have
caused many ethical problems by relying exclusively on fear and punishment, without
any concrete results in reducing or stopping breaches in cybersecurity.

For example, propagating the narrative that “humans are the weakest link” can be
damaging to problem formulation and the solution search possibilities. By stressing
and accepting all the time this narrative unquestionably, could clearly limit researchers
and practitioners in cybersecurity to focus on the strengths that humans can offer to hav-
ing a more secured cyber space. The same was maintained by Soliman and Järveläinen
[2024], when they said that adopting a criminological lens, such as Deterrence Theory,
might lead us to treat employees who do not comply with security policy as “criminals.”
In this way, by looking at this problem from the lenses of Deterrence Theory, we are ac-
tually approaching the cybersecurity problems through sanctions and punishments. By
using sanctions as a preferred solution, we might be opting for a punishment as a solu-
tion that might be doing more harm than good. This is especially the case, for example,
when punishing employees for falling victims to a phishing attack Kim et al. [2020]. As
a result of this, therefore, we challenge categorically this common assumption associ-
ated with employing fear appeals and sanctions to regulate cybersecurity behavior, not
only because it does not lead to any real positive effect of securing cyber space, but also
because of the fact that it has no direct causal relationship in supporting the ”weakest
link” narrative.

Moreover, the use of psychology in this area has often been to help increase com-
pliance and help change behavior without looking at the problems and experiences of
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employees. Such studies have predominantly been survey- or questionnaire-based, test-
ing the concepts and their relative impact on the intention of employees to inform be-
haviors Iuga et al. [2016]; Flores et al. [2014]; Kirlappos and Sasse [2012]; Renaud
and Simpson [2011]; Sheng et al. [2010]; Vance et al. [2012]. In order to have a full
picture, researchers have called for more qualitative research, as well as research where
academia and industry work together Uchendu [2021]. At the same time, in addition to
personal factors, there is no doubt that other environmental variables can influence an
individual to engage in harmful behavior, but this has not been considered by scholars
of cybersecurity. Several factors such as culture Chang and Lin [2007], policies, par-
ticipation in the security education, training, and awareness program Han et al. [2017],
organizational structure Hong and Furnell [2019], managerial participation, and leader-
ship Guhr et al. [2018] have been examined as environmental influences, but have been
excluded by many scholars of cybersecurity when explaining the overall engagement
in harmful behavior in breaching cyber security. This can result in individuals focusing
on the wrong threats or failing to prepare for potential attacks adequately. In short, the
information security deterrence literature has produced some discrepant findings, sug-
gesting an uneven and often contradictory understanding of the influence of sanctions
D’Arcy and Herath [2011]. As a result of this, employees may continue to violate se-
curity policies despite being aware of possible sanctions they may incur, but this has
been ignored by many scholars of the field. One explanation for this behavior is the use
of neutralization techniques, i.e., justifying poor behavior, that only recently has been
introduced in the cybersecurity research Siponen and Vance [2010].

In typical cases examined in the cybersecurity literature the importance of guilt and
shame as a motivator of Neutralization theory seems quite debatable. Users may be
motivated by other factors in neutralizing the behavior that could be causally relevant in
predicting noncompliance behavior. According to Siponen et al. [2025], the guilt and
shame experience is assumed (theoretically) but not tested empirically. This is primar-
ily because behavioral cybersecurity studies have typically applied previously validated
instruments Straub [1990] and neutralization techniques measures from research con-
ducted in criminology. However, the argument advanced in neutralization theory is
that an individual is often able to avoid self-censure by cognitively redefining situations
in a way that minimizes culpability in their own eyes Silic et al. [2016], but that this
explanation has been widely ignored by scholars of the “weakest link” paradigm.

The same thing, more or less, might be said about the Theory of planned behavior,
which despite being one of the most-researched theories in the behavioral sciences, yet
it has not been widely proposed or used as a basis for ideas on how security behavior
should be influenced or controlled. According to Sommestad and Hallberg [2013], a lot
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of the studies conducted in the field of information security did not follow the guide-
lines, caveats, and recommendations regarding how this theory should be applied and
tested. In this regard, even the founders of this theory, Fishbein and Ajzen [2010] main-
tain that their theory has not been used correctly, “even though virtually hundreds of
studies have tested variations of our theory, we were able to find only relatively few that
contained all the elements required for a complete and valid test”. This is especially the
case in the application of the studies that apply the Theory of planned behavior to infor-
mation security policy compliance and violation. The implication of these two factors,
incomplete models and incompliance with guidelines, maintain Sommestad and Hall-
berg [2013], is that the results should be interpreted cautiously because the regression
coefficients can be influenced dramatically.

Meanwhile, cautious positions have been presented with regard to Protection Moti-
vation Theory as well. This theory, in fact, has been criticized for failing to explain and
account for why people reject risk communication messages Witte [1995], despite the
fact that such messages have been considered quite useful in health sciences. It has been
argued that threats to data and systems do not carry the same relevance as threats related
to healthcare (which was what this model was originally designed for) that directly af-
fect the self Warkentin and Siponen [2015]. However, with the increasing number of
cyber-attacks relating to private information and data and with companies increasingly
placing penalties on employees who break compliance or even make mistakes Herath
and Rao [2009], cyber security and cyber threats arguably do have individual conse-
quences to employees. At the same time, some of this research has been criticized by
other psychological researchers in the area and by another fraction of cyber-security
research, namely usable security, for certain methods, such as the use of fear appeals
and other persuasion techniques shown to be unsuitable Bada et al. [2019]. These crit-
icisms question the ethics of scaring individuals into ‘behaving’ as well as query the
efficaciousness of fear appeals Bada et al. [2019].

2.3.2 The rise and critiques of the "weakest link narrative"

In line with the same kind of reasoning, we are faced with numerous other articles
that conceptually and empirically discuss and examine the weakest link phenomenon
Böhme and Moore [2009], Crossler et al. [2013], Van Schaik [2017], Vroom and
Von Solms [2004]; Warkentin and Willison [2009], Wiederhold [2014], but unfortu-
nately do not provide a causal relationship between “human behavior” and breaches in
cybersecurity. Vroom and Von Solms [2004], for instance, attempted to audit human
behavior in the same way that someone would audit the performance of a technol-
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ogy, but was left without a solution because human behavior cannot be audited. When
Vroom and Von Solms [2004] start the section of human factors they say “The role of
the employees is vital to the success of any company, yet unfortunately they are also the
weakest link when it comes to information security” (p. 193). In order to support their
thesis, Vroom and Von Solms [2004] actually rely on an information security industry
survey, which has been published in an online magazine by Briney [2001], implying
that security breaches are far more frequently occurring by “insiders” than “outsiders.”
Vroom and Von Solms [2004] base their claim that employees (insiders) are the weakest
link because insiders create more security threats than outsiders, although even Briney
[2001] maintains that number one priority in securing the network perimeter should be
from external attacks. If we know for sure that employees or insiders are the weakest
link; a reasonable question to ask, then why we should focus our resources to defend
against external threats? Therefore, since there is no clear causal relationship between
security breaches and its cause, we cannot say that in this case the human would be the
weakest link in information security.

In another research study, Bulgurcu et al. [2010] investigated rationality-based be-
liefs and information security awareness in the information security compliance. Among
other things, Bulgurcu et al. [2010] note that the focus of information security is shift-
ing more and more to information security policies because of employees: “As the
focus on information security shifts toward individual and organizational perspectives,
employees’ compliance with information security policies has emerged as a key socio-
organizational resource because employees are often the weakest link in information
security”. In supporting this claim, Bulgurcu et al. [2010] make a reference to the book
by Mitnick and Simon [2002], which discuss the human element of information secu-
rity and how vulnerable humans are in that sense. The book is completely based on
Mitnick’s experiences and it does not have any references, in which Mitnick tells about
his crimes and how he was able to perform them. Mitnick and Simon [2002], as men-
tioned earlier, say “the human factor is truly security’s weakest link,” but they have not
provided any single justification for this claim. It seems that these claims are Mitnick’s
opinions, which unfortunately lack any evidence that humans are the weakest links.

The research conducted by Warkentin and Willison [2009] is another research that
is frequently being presented as an illustration that the human behavior is the “weakest
link” in the information security chain. In their research, these two scholars discuss
about behavioral and policy issues in information security and talk about endpoint se-
curity problem. The endpoint security problem consists of the employee’s activities
that may increase the risk of creating an information system security threat Warkentin
and Willison [2009]. In their article, Warkentin and Willison [2009] p. 102 explain the
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problem by saying “It is sometimes said that the greatest network security problem - the
weakest link - is between the keyboard and the chair,” without making any effort to pro-
vide any scientific proof in supporting this premise. In fact, in supporting their claim,
these two researchers refer to a global survey of nearly 1400 companies in 50 countries,
conducted by Ernst & Young, in which researchers found that awareness and person-
nel issues remain the ‘most significant challenge to delivering successful information
security initiatives’ Ernst & Young [2008]. However, by not providing any alternative
views to the claim “the weakest link - is between the keyboard and the chair,” these
two authors give the reader the image that this assertion is the truth without a need
to support such a claim with clear empirical facts that would demonstrate the direct
causal relationship between the human behavior being the “weakest link” and security
breaches.

Same goes for many other researchers like Chen et al. [2008] who studied how secu-
rity awareness can affect organizational security, by analyzing a case study of American
and Taiwanese users’ responses, and concluded that the ‘human’ factor is the weakest
link in information security and the cause of many security threats, because this was
demonstrated in a case study of students in USA and Taiwan. The findings that confirm
that American users who received the situational learning training programs outper-
formed those users who received the traditional face-to-face instruction in comparison
to Taiwanese users, does not demonstrate any causal relationship between the human
factor being the “weakest link” and security awareness learning programs of American
and Taiwanese users. This study, certainly might demonstrate that there are cultural
differences with regard to security awareness training programs impacts on organiza-
tional security, but does not say anything how this is related to human behavior being
the “weakest link.” The whole idea behind this whole program is made on the basis that
humans are the “weakest link” and it should be strengthened, solely on the claim that is
“commonly understood” that humans are the “weakest link.”

Other researchers like Luo et al. [2011], maintain the same thing when they studied
the social engineering and how vulnerable people are in the eyes of social engineer-
ing. According to Luo et al. [2011], “social engineering is undoubtedly one of the
weakest links in the domain of IS security management, because it is beyond techno-
logical control and subject to human nature” (p.2). To understand, and then simplify
the complexity of blaming only humans in social engineering, without having into the
consideration the system itself, is scientifically incorrect. In fact, accusing the human
behavior as the “weakest link,” and then continue proposing instead a multi-dimensional
approach including technology, policies, procedures, standards, employee training and
awareness programs, that should be employed to more effectively and efficiently cope
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with the ever-present threat to the IS security management, is insufficient at the least
to demonstrate the causal relationship between the human factor and security breaches.
To understand the complex nature of social engineering solely of blaming only humans,
we can think of a social engineering examples where some people are able to access
some other people’s accounts by basic information they have been able to gather. In
this case, for example, we could argue that the system authentication is insufficient if it
only requires information that someone else can easily get. In cases like this, one of the
weakest links could easily be the system rather than human factor.

Another research study selected to be reviewed in this work is the West et al. [2009],
who wrote an article that discusses why users make poor security decisions from a psy-
chological perspective. In this article, West et al. [2009] conducted a case study analysis
where they analyzed the cases on a system model approach, which consisted of three
parts: user, the technology and the environment. In the article West et al. [2009] found
that all of these three elements can increase the risk of security breaches, but still con-
clude that only human behavior is the “weakest link” when they said that: “Users are
generally considered to be the weakest link when it comes to computer security.” By
conceptualizing the system as an inter-related mechanism that relies on the interactions
between human, technology, and environmental factors, and then concluding that se-
curity professionals should develop interventions that work to strengthen the “weakest
link,” is quite incorrect and strange, to say the least. In this regard, we can say that
maintaining this claim is quite generic, and as a result of this it is not a reliable starting
point for making general assumptions. By reading this article, it is easy for the readers
to see the conclusions by the authors that humans would be the weakest link, although
at the same time it is maintained that information security depends on more than just
one factor.

We are faced with a similar situation with the research conducted by Kraemer and
Carayon [2005]. These two authors wrote a publication about computer and information
security culture. In the article Kraemer and Carayon [2005] wrote “CIS [Computer and
Information Security] culture is considered to be closely related to user behavior and
user behavior may be considered the ‘weakest link’ of the CIS system” (p. 1483). When
they make this claim, the authors are in fact referring to Sasse et al. [2001], but these
authors do not support such a reasoning. In fact, Sasse et al. [2001] actually noted that:
“The security research community has recently recognized that user behavior plays
a part in many security failures, and it has become common to refer to users as the
‘weakest link in the security chain’. We argue that simply blaming users will not lead
to more effective security systems” (p. 122). As we can see, Sasse et al. [2001] notice
that this kind of claim has been made earlier and users might be one reason for security
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incidents, but they do not agree with this claim. Hence, yet again there is no scientific
justification for making such a claim about human nature when dealing with human role
in the breaches in cybersecurity. These studies do not show that human behavior is the
“weakest link” in the security system.

Another article reviewed in this work is the study conducted by Grossklags and
Johnson [2009] that studied the weakest link security problem from an economical per-
spective. In the article Grossklags and Johnson [2009] discuss the human role in infor-
mation security from multiple perspectives. In the beginning of the article, Grossklags
and Johnson [2009] note: “On the one hand, technology and code quality are often the
culprits of (un)predictable weaknesses in the chain of defense”, but later on the same
page they note that “on the other hand, many observers argue that the ‘human factor is
truly security’s weakest link.’” Even if the authors did not necessarily make the claim
that humans would be the weakest link, they created this impression when they con-
tinued to say that, “an abundance of incidents involving lost and stolen property, like
laptops and storage devices, as well as individuals’ susceptibility to deception and so-
cial engineering are evidence of breaches characterizing weakest-link vulnerabilities.”
In supporting this claim, the authors refer to Mitnick and Simon [2002] book, which
has been already evaluated earlier and it leaves us with many questions about the reli-
ability of their claims. Based on these evaluations of the assumptions made by these
researchers, we may argue that the whole article is based on assumptions that give the
reader a strong impression that the human behavior is the “weakest link” although there
is no proof for such conclusions.

The same line of reasoning goes for Gupta [2008] who wrote a book about social
and human elements of information security. The main idea of the book was to find
out emerging trends and countermeasures on information security issues. In the book,
Gupta [2008] (p. xvii) attributed many of these problems to human problems when he
claimed that: “More often than not, it is becoming increasingly evident that the weakest
links in an information-security chain are the people because human nature and social
interactions are much easier to manipulate than targeting the complex technological pro-
tections of information systems”. However, Gupta [2008] did not justify this claim at
all with any references or studies and that is why from a scientific point of view we can-
not say for sure that humans are much easier to manipulate than information systems.
In fact, even Gupta [2008] admitted that there is no evidence to these claims when he
said that: “While this information has not been judged against academic standards, it is
still relevant, because it is the information attackers will try to use for their attacks and
therefore important to know “(p.16). Hence, since there is no scientific evidence beside
a personal opinion of an author, it becomes strange to accept such a claim as a scientific
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truth.
In conclusion, from all of these studies, just to mention a few, we can see that there is

no evidence to support the claim that humans would be the weakest link in information
security. After evaluating all of the references, we may rightly argue that none of these
articles confirm the hypothesis of the “weakest link” phenomenon. Because of this, it
can be held as misleading for the reader since it seems very much as though the subject
is actually studied and the references seem as solid evidence, but as shown above, we
are far away from having a clear scientific justification in accepting the truth of this
statement. In fact, the previous articles and publications reinforce the perception of
creating a chain reaction that brings us to a general idea as if “everyone agrees with it”,
but this idea cannot be accepted by principles of scientific research without justification
or any evidence. None of the previous articles have actually studied the phenomena
or presented evidence that makes humans the “weakest link” and because of that we
cannot say for sure that human really is the weakest link in information security.

2.4 Other sources of the weakest link

There is no doubt that psychology can provide numerous theories and methods suit-
able to describe, explain, predict and change human behavior Coon and Mitterer [2012].
However, from the literature review conducted in the previous section it is absolutely
unclear to what extend psychological topics or psychologists have a foothold in cyberse-
curity research, and if psychological research practices can be found in cybersecurity in
the first place. Situations where human behavior affects the security of digital systems
can clearly be seen as a part of cybersecurity, hence psychological theories and concepts
are important in explaining and changing cybersecurity-related behavior Coon and Mit-
terer [2012]. However, ensuring holistic cybersecurity, therefore, requires precision
in describing, understanding, predicting and changing human behavior as it relates to
cybersecurity. In this regard, whether research conducted in the last two decades has
adequately addressed the need for incorporating psychology into cybersecurity and how
is overall psychology positioned in this field, become important questions that require
adequate answers by scholars of the field.

We do maintain that the scholars of information technology should not ignore a
plethora of research where it suggested unequivocally that policies and technology are
often to blame for human error rather than the human. A multitude of studies since then
have shown that, far from being the “weakest link,” the insecure actions of employ-
ees are often due to the lack of user-centered security in technology and policy rather
than out of inattentiveness or ill will Beautement et al. [2008]; D’Arcy et al. [2014];
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Inglesant and Sasse [2010]; Renaud and Simpson [2011]. Usable security researchers,
for example, have also put forward a more direct discourse to support the move away
from the idea of the human as the enemy Parkin et al. [2010]; Sasse et al. [2001]. In
their paper ‘Transforming the ‘weakest link’—a human/computer interaction approach
to usable and effective security’, Sasse et al. [2001] argued that simply blaming the user
would not lead to more effective security systems and outlined a vision of a holistic
design approach for effective security.

In this sense, in order to have a full picture of the “weakest link” phenomenon, we
have to look at other possible problems when dealing with breaches in cybersecurity. In
fact, many scholars indicate that the biggest reasons for security incidents in organiza-
tions are due to something else other than humans. For example, Bulgurcu et al. [2010]
see that employees are in fact a strong link that can safeguard information and technol-
ogy resources by their own actions. At the same time, as mentioned previously, Sasse
et al. [2001] also agree that simply by blaming users will get us nowhere; instead we
must learn from them and hand over these findings to the professionals of security sys-
tem. In fact, we believe that by repeating the premise of the “human error,” this ruined
the development of safety-critical systems in the field of cyber security. Hence, there
is no point to simply blame the humans without thinking how we could avoid prob-
lems with humans and how to decrease the possibility of human becoming the threat to
information security.

In fact, there are also many other studies which indicate that human errors are not
the biggest incident group. Whitman [2003], for example, made a study of threats to
information security and created a threat category with a weighted ranking in which the
human is not the weakest link, but in fact the software is. According to Whitman [2003]
category, the deliberate software attack is the number one threat, followed by the threat
in technical software failures, and only the third one is related to the human context.
Slay and Miller [2007] also found similar findings by saying that: “Infections due to
viruses, worms and Trojans were most common, accounting for 45% of total losses in
2004. Other prevalent forms of electronic crime were fraud, followed by abuse and
misuse of computer network access or resources“(p. 75).

Moreover, Subashini and Kavitha [2011] found that external criminals pose the
greatest threat (73%), in comparison to internal threats that pose the least threat of
only (18%). From this we can see that external threats pose the greatest problems, but
scholars continue blaming human behavior as the weakest link. Breidenbach [2000a]
shared the same idea by quoting Schultz when said that numerically, more attacks come
from the outside, but that one insider with the right skills can ruin your company. From
these articles we can see that outside threats are numerically higher, but threats from
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inside are more dangerous to organization. Slay and Miller [2007] also studied the
origin of attacks and found that 88% of attacks are sourced externally. Despite these
results, however, people continue blaming on the insider because it looks much easier
to be attacked, hence less costly to be fired if needed so, or much harder to attack the
technology because of huge costs that might involve such a blame.

Moreover, the 2005 CSI/FBI computer crime and security survey conducted by Gor-
don et al. [2005] showed that, top three types of attack were virus, unauthorized access
and theft of patented information. According to this study, these three attack types ac-
counted for 80% of financial losses to organizations. The virus penetration, of course,
may have been able to enter the company’s systems because of human error, but that is
simply one explanation. There could be many other explanations as to how the virus
entered the system. Based on this survey we could say that human errors can increase
the risk of information security breaches, but we cannot say that humans are the weak-
est link. Gordon et al. [2005] had, more or less, similar findings when they found that
the most common attack type were viruses, worms or Trojans, which caused 45% of all
financial losses. According to Im and Baskerville [2005], intentional security threats
such as hacking, computer viruses, and computer theft are becoming a more severe
problem in relation to other security vulnerabilities (p. 65).

In other words, although it was suggested that human behavior is to blame since
technology may not make mistakes, but it seems that this idea has created reservations
even for well-known technologist and writer Quinn Norton. In her article “Everything
is broken,” writes Norton, “It’s hard to explain to regular people how much technology
barely works, how much the infrastructure of our lives is held together by the IT equiv-
alent of baling wire. Computers, and computing, are broken” Norton [2014]. To back
Norton’s argument, Mc Mahon [2020], offers Apple’s mobile operating software as an
example: “Between 1 January and 31 December 2019, Apple released “20 security up-
dates to its most recent versions (i.e., 12 and 13) of its mobile operating system, IOS”
Mc Mahon [2020]. Mc Mahon expresses wonder at why we tolerate flawed software,
“In any other sphere of consumer activity, this level of patching would not be tolerated”
Mc Mahon [2020].

As a result of this, we are far away from pinpointing the finger to the human factor
for all the negative things that are happening to the cybersecurity on a daily basis. We
are resolute in removing the finger-pointing because technology is far away from being
perfect, and the same thing might be said about other factors like organizational ones
for example. In fact, in order for the technology and the organization to be exonerated
from this link, scholars of the field must answer all possible questions, but as already
explained in this and in the previous chapters, they are far away from this. In other
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words, in order for scholars to conclude without reasonable doubt that human beings
are the “weakest link,” they need to answer following questions: Are there other links
in the chain, or only humans? If humans are not alone, what are the other links in this
chain, and how secured are they? Has the human been programmed out of the system in
question? Only after we include or exclude all possible factors in studying a particular
phenomenon, we are allowed to conclude whose chain is the strongest or the weakest.

Finally, if we want to move one step further and introduce here in this work the
proposal of the latest advancements of AI as a possible solution to the “weakest link”
narrative, hence removing the human factor from this equation altogether, as has been
done by Chamorro-Premuzic [2023], we will be faced again with problems caused by
other factors beyond human element. In fact, Chamorro-Premuzic [2023] maintained
that supervised machine-learning algorithms, for example, can classify malignant email
attacks with 98% accuracy, spotting “look-alike” features based on human classification
or encoding, while deep learning recognition of network intrusion has achieved 99.9%
accuracy. There appears to be a general tendency where advances in AI are more than
welcomed in cybersecurity as an excuse for our own intellectual stagnation and care-
less or reckless behavior, maintains Chamorro-Premuzic [2023]. However, although
they do not treat directly the problem of the “weakest link,” two scholars like Spagno-
letti and Baskerville [2025] present caution in using AI advances in the cybersecurity.
According to these two scholars, the transformative impact of digitalization on orga-
nizations has amplified the responsibility of organizations to ensure the safety of their
digital products and services, as unsafe information can cause harm to society or the
environment. In this situation, maintain these two scholars, organizations need new
forms of risk management that provide provenance for their digital informational prod-
ucts and services. According to these two scholars, the design and implementation of
advanced data governance models, for example, might become a potential risk manage-
ment tool for embedding safety in organizational information generated for public use.
For Spagnoletti and Baskerville [2025], this requires the implementation of advanced
risk management strategies, including data validation pipelines, the use of trusted and
verified sources, and robust processing and oversight mechanisms. This in fact is just
one small example that demonstrates and illustrates clearly once more that blaming and
removing from the equation of the cybersecurity space the human factor will not eradi-
cate the problem with breaches in the cybersecurity, therefore, this issue can be tackled
when treated as whole, including the human factor as an important element to securing
the information technology.

In conclusion, from the research we have observed in the previous sections, there-
fore, there is no indication whatsoever that human behavior is the “weakest link,” and
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that the technology or organization are infallible. On the contrary, human beings, in-
stead of being the weakest links, may be the most vital link when it comes to attacks that
are always mutating, in particular those aimed directly at humans. In short, we all have
to agree that apart from the human behavior, the chain comprises policies, technical,
physical, or similar synthetic links, and because of this fact, we must have sufficient
scientific support that human behavior is the weakest link, something that we do not
have it. If we humans are the weakest link, that means the other links in the chain -
hardware and software, are more robust and more secure, which is absolutely not true.
So, we should find the real causes and try to think ways to prevent them in the future
rather than just blaming the users or some other element.
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Chapter III

The weakest link paradigm: where do we go from here?

3.1 Discussion

Historically, and still, to this day, human factors and the user in cyber security have
been treated as the “weak link,” meaning that employees within organizations are gen-
erally mistrusted Goo et al. [2014]; Hughes [2021]; Boss [2015]; Sabillon [2022]. As
mentioned in the previous chapters, this premise has produced over 100 articles that di-
rectly mentions the paradigm of the “weakest link,” and at the same time, it is important
to note that there is still ongoing research, perhaps a majority of research, which takes
the perspective of the human as the problem or “weak link” in cyber security Goo et al.
[2014]; Hughes [2021]; Boss [2015]; Sabillon [2022]. Proponents of this premise main-
tain that people are inherently prone to errors. In fact, for years we’ve heard the line
“people are the weakest link” over and over again to such an extent, that such a premise
started to give us a complex that “we the people” are the reason for data failures.

In the field of cybersecurity, as observed in the previous chapters, many scholars
from the information technology maintain that the human factor continues to be a con-
stant that remains the most significant vulnerability. According to them, understanding
human psychology is crucial for effective cybersecurity because attackers exploit hu-
man vulnerabilities through social engineering, relying on techniques like phishing to
bypass technical defenses. For these scholars, the human behavior remains a pivotal
element in determining the success or failure of cybersecurity measures. A great num-
ber of these scholars have gone beyond this premise by proposing a new paradigm in
the field of cybersecurity; a paradigm of blaming the human behavior as the “weak-
est link”. In fact, the recognition and the treatment of the “weakest link” phenomenon
today, maintain scholars of this premise, is one of the most important scientific contri-
butions in cybersecurity behavior (for instance, D’Arcy and Greene [2009], Schneier
[2000 and 2011], Stanton et al. [2005], Crossler et al. [2013].

In fact, as mentioned in the previous chapter, the idea that humans are the “weakest
link” in computer security is very prevalent among computer scientists and people who
work on the technical elements of cybersecurity. After all, maintain proponents of this
thesis, if our job is to secure computer systems, it’s satisfying to feel that the problems
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lie not in the computers but in everyone else. Of course, based on the literature review
observed in the previous chapter, we agree that humans do make errors that lead to
possible incidents in information security, however, this does not mean that they are
caused only by humans, and that most cases are too complex to blame only on humans.
It’s completely true that many computer security incidents involve human users making
bad decisions, like opening emails or downloading files despite warning signs, but that’s
no reason for technologists to feel complacent about their accomplishments. On the
contrary: these sorts of mistakes are evidence that the technology is failing its human
users, not the other way around.

As we saw from the literature review in the previous chapter, it can be said that the
hypothesis “human is the weakest link” is used as a general narrative without scien-
tific evidence. Many of the articles use this premise with some generalizations such
as “commonly acknowledged” Thomson and Nierkerk [2012], when in fact has no sci-
entific base. As time passes, the trope of the “weakest link” moves to a situation in
which implies that it has been proven to be that way, but we are far away from such a
conclusion. From what we reviewed and observed in the previous chapter, we would
expect real empirical study in support of the claim human beings being the “weakest
link.” In fact, what we observed and reviewed were numerous empirical studies using
psychological theories to attempt to change human behavior in order to improve human
behavior move away from the “weakest link” implications. But what we were miss-
ing to find was the causal relationship between the “weakest link” paradigm and the
breaches in cybersecurity. Only after this link has been established beyond reasonable
doubt we are allowed to move forward with providing steps to improve human behavior
to overcome the gaps. As we saw in the previous chapter, all of the articles used in
the literature review that claim human is the weakest link have used references that do
not actually support this argument. By claiming humans as the “weakest link” in infor-
mation security, many organizations may have allocated resources to the wrong places
and, in the worst case, may have left some other important links without any protection
at all. The causalities between different links are strong in most of the cases, as we can
see from the example data breaches, and this is why we should always look at the holis-
tic picture, and not focus simply on blaming the one link that seems to be the obvious
choice.

Moreover, despite the theoretical arguments and existing research illustrating the ef-
fects of psychological variables on cybersecurity-relevant behavior, the extent to which
psychological research is integrated into cybersecurity research has not been adequately
assessed neither quantitatively nor qualitatively. From a psychological perspective,
defining psychology in cybersecurity based on the concepts and theories used is prob-
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lematic, as the potential list of concepts and theories used to explain human behavior in
the field of cybersecurity would be somewhat arbitrary. Therefore, not only that there
is a need for a measurable, well-defined representation that represents psychology in
cybersecurity, but at the same time, it must be demonstrated empirically that there is
a causal relationship between the “weakest link” and breaches in cybersecurity. Only
after this connection has been made, we can proceed to use psychological and behav-
ioral theories to change and improve human behavior in order to solve the problem of
the “weakest link” in human behavior. In this regard, it can be assumed that there is
a strong theoretical need of psychology on cybersecurity, and not just an arbitrary use
of certain theories and methods as introduced in totally other fields than in the field of
cybersecurity. Certainly, the human security knowledge domain does provide a defined
list of sub-topics prevalent in cybersecurity that are closely related to psychology, but
this requires a well-defined theory, in order not to conclude hastily that “human behav-
ior is the weakest link”, just because breaches to cybersecurity continue to happen at an
alarming pace.

In other words, how are we going to know for certainty that the increase in cyberse-
curity incidents is happening because of the human behavior being the “weakest link”,
and not because of policies, technology, organizations, that are often to be blamed?
From a scientific point of view, we can say that first we have to demonstrate the causal
links between all these factors, and only after these links have been established beyond
reasonable doubt we are allowed to move forward offering possible solutions, in our
case using psychological theories to change and improve human behavior in securing
cyber space. In fact, researchers in the field suggest that we are far away from shift-
ing focus from technical aspects of cyber security to “human behavior” due to a lack of
consolidation of the attributes pertaining to human factors, the application of theoretical
frameworks, and a lack of in-depth qualitative studies Jeong et al. [2019]. Therefore,
staying up-to-date with emerging threats is essential for maintaining robust cyberse-
curity measures. Without doubt, understanding the technical ins-and-outs of network
security is important to having a successful information technology that is both power-
ful and more importantly secure.

As already demonstrated in the previous chapters when discussing the state of the
art of cybersecurity and human behavior, the research conducted in this field does not
give us the right to blame everything on the human behavior as the “weakest link.” In
fact, in a seminal paper ‘Users are not the Enemy’ Adams and Sasse [1999], it was
demonstrated that such behavior was often caused by the way in which security mech-
anisms were implemented and users’ lack of knowledge. According to these findings,
it was suggested that security-focused departments within organizations need to com-
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municate more with users and adopt a user-centered design approach Adams and Sasse
[1999], and not blame everything on the human behavior. In other words, this paper
demonstrated a shift away from the previous narrative maintained by cyber-security
research, which had predominantly focused on the human as the problem Goo et al.
[2014]; Hughes [2021]; Boss [2015]; Sabillon [2022]; attempting to remove the human
from the process, or at least control the human element with strict compliance policies.

Furthermore, since there is no evidence that current blame on the human behavior as
the weakest link is causing breaches in the cybersecurity, then all the uses of psycho-
logical theories to remedy these “weaknesses” in human behavior will not lead to any
positive effect. On the contrary, we agree fully with a small number of scholars who
argue that calling people the “weak link” implicitly blames individuals for not being
able to comply with policies Sasse and Rashid [2021], when, as this literature review
has demonstrated, this is not always the case and is often counterproductive, especially
within an organizational context where this weak link viewpoint could lead employees
to believe that they are not capable and reduce self-efficacy, with far more consequences
for having a secured cyber space. Hypothesizing that the human behavior is the “weak-
est link” without having a clear support from research studies that would support such a
premise, is not only scientifically wrong, but more importantly dangerous for the prac-
tical implications that lead to. Therefore, we believe that we should aim to shift the
dialogue from demonizing the human as the “weak link” to viewing the human more
positively Sasse and Rashid [2021], because this demonization of the human nature has
not offered any single solution to the problem at issue.

Blaming everything on the human behavior has not yielded to any concrete solution
to the increasing problems in breaches in cyber security. The numbers are increasing
on a daily basis, despite the incorrect recognition that human behavior is the “weakest
link”. In this regard, designers of security mechanisms must realize that they are the key
to successful security system, as maintained by Adams and Sasse [1999], and not just
blame human behavior that there is something innate in their nature to be the weakest
link. According to Adams and Sasse [1999], unless security departments understand
how the mechanisms they design are used in practice, there will remain the danger that
mechanisms that look secure on paper will fail in practice, as has been demonstrated up
to now with explosion of breaches in the field of cybersecurity.

On the contrary, we have no problem in believing that the public as well as pri-
vate entities throughout the world, invest a huge amount of money in protecting their
own institutions from possible cyber-attacks by different individual as well as organized
foreign entities. In fact, most of the research on cybersecurity has rightly focused on
improving computer network systems Nobles [2018], as many believe that information
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technology advances and software development is the main way to increase informa-
tion security Sadkhan [2019]. By implementing these strategies consistently over time,
therefore, organizations can significantly improve their overall cybersecurity posture
because we do believe also that technical and data-driven solutions are foundations
of cybersecurity. We maintain that organizations should regularly review their systems’
vulnerabilities and invest in advanced technologies such as firewalls, antivirus software,
encryption tools, etc., that protect against evolving cyber threats. However, this cannot
be done at the expense of the human factor, just because of the general thought that hu-
man behavior is the “weakest link”, without having research based studies that would
confirm this hypothesis D’Amico et al. [2005]; Barford et al. [2010]; Dutt et al. [2013];
Knott et al. [2013]; Mancuso et al. [2014].

In fact, Zimmermann and Renaud [2019] provide clear examples of where employ-
ees have been blamed for cyber-attacks despite employee behavior not triggering the
given breaches. Because of this, Zimmermann and Renaud [2019] argue that there
needs to be a complete paradigm shift that recognizes the employee as a contributor to
success within wider socio-technical systems. This is so because if underlying assump-
tions of employees are unfounded or wrong, then the solutions developed will also be
ineffective or mismatched. According to these scholars, the assumption that the hu-
man constitutes a problem to control has been demonstrated to be totally wrong by the
research conducted, therefore, it is up to the organizations, governments, policies, lead-
ers, to work effortlessly to engage employees to be involved in trainings, understand
the technology better, and when needed exclude, constrain, and control to comply with
security policies Zimmermann and Renaud [2019]; Weirich and Sasse [2001].

3.2 Bridging the gap between technology, organization,
and human behavior

The often-repeated statement that humans are the “weakest link” in the security sup-
ply chain must be questioned. We maintain that instead of blaming human behavior
as the “weakest link,” it would be much productive for various scholars of information
technology to strengthen cyber technology, and work together with users of technology
and organizations to protect itself from possible cyber-attacks. Research is yet to look
at how this dialogue of the human as the weakest link manifests itself in practice in
the organizational context and whether this dialogue is changing. Research needs to
understand whether and why employees might see themselves as the weakest link and
whether this relates to perceptions of the human factor more generally, or if this is a
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mindset that security professionals influence or put forward.
In proposing a shift from blaming the human element as the “weakest link”, to bridg-

ing the gap by having a balanced view between technology, organization, and the human
element, as mentioned albeit briefly in the first Chapter, we ground our argument ex-
clusively on the theory of organizational behavior by March and Simon [1958], and the
Information Infrastructure Theory by Hanseth [2002] and Hanseth and Ciborra [2007].
In fact, we believe that proponents of the “weakest link” narrative ignore the contribu-
tions of these two theories when attempting to understand and provide solutions to the
ever-existing problem of data breaches in the field of cybersecurity. In other words, if
we take into consideration how organizational structures, processes, and social dynam-
ics shape individual behavior and decisions, how human decisions are made in complex
settings, then certainly we would need more space to explore the cognitive and social
factors in influencing organizational behavior. The main thesis is that understanding
organizational behavior requires moving beyond purely rational models of decision-
making and incorporating the cognitive and social limitations of individuals within the
organizational context. Instead of viewing organizations as composed of perfectly ratio-
nal actors striving for optimal solutions, March and Simon [1958] argue that individuals
operate under bounded rationality. Having this groundbreaking contribution in mind,
therefore, it is a bit strange to continue thinking in a linear-simplistic way about the hu-
man behavior being the “weakest link,” when such an explanation has been refuted as
being too simplistic, overly rational, and that this needs to be replaced with a more em-
pirically grounded understanding of how decisions are actually made in organizational
settings.

Moreover, having in mind the complexity of modern life and technological advance-
ments, this automatically calls for a shift in perspective, moving away from simplistic
notions of control towards approaches that acknowledge the inherent dynamism and
unpredictability of these complex sociotechnical systems Hanseth [2002]; Hanseth and
Ciborra [2007]. Since we have to move beyond viewing information systems as iso-
lated entities to understanding them as interconnected infrastructures that shape and are
shaped by their context, then employing Information Infrastructure Theory, which ex-
plores the nature, design, and evolution of shared, complex, and evolving technological
and social systems that support information processing and communication within and
across organizations and societies, is a necessity, if we want to find real solutions to
the problems faced by breaches in cybersecurity on a daily basis. In other words, un-
derstanding the complex interplay between technology, organizations, and society, is a
must for both the academic scholars and the industry if we really want a practical so-
lution in dealing with problems in the field of cybersecurity. According to this theory,
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information infrastructures are not just technical but also encompass the people, pro-
cesses, organizational structures, and social norms that interact with and are shaped by
the technology. As a result of all this, we are obliged not to view the phenomena in
the cyber space as linear-simplistic processes, but as a dynamic, complex process that
shape their development and use.

In this line of reasoning, in a study by Reinfelder et al. [2019], it was demonstrated
clearly that the absence of organizational structures that include users in security devel-
opment processes, security managers, intentionally or unintentionally, obtain a negative
view of users, which leads to strict and rigid security measures that users cannot in-
fluence. The authors argue that to break this cycle, where it is not just the users but
all humans in the process who need support, security managers need organizational
structures, methods and tools that facilitate systematic feedback from users Reinfelder
et al. [2019]. Similar research has argued for the application of usable security be-
yond end users, adding another human element for the discipline to consider Acar et al.
[2016]. Research further finds that employees and managers have different attitudes
toward cyber-security policy, and different factors motivate compliance between these
two groups Balozian et al. [2019]. These findings demonstrate that not all individuals
within organizations hold the same attitude Beris et al. [2015], suggesting that different
strategies may be needed to influence their behaviors.

Because of this, we need for a more positive security narrative that should lead to
more literature and more dialogue, in order for the human element to be seen as a capa-
ble and valuable part of cyber-security systems Sasse and Rashid [2021]. This means
that policymakers need to trust and engage users more, rather than trying to design the
human out Kirlappos and Sasse [2012], based solely on the general belief that humans
are the “weakest link.” Therefore, we agree with Jeong et al. [2019] when they propose
that future studies should focus on, consolidating human factors, taking an interdisci-
plinary approach when examining cyber security, and conducting additional qualitative
research whilst investigating human factors in cyber security. The perspective that more
qualitative research is needed for a mixed methods understanding of cyber security is
echoed by other researchers in reference to multiple aspects of cyber-security research,
such as cyber-security culture Sasse and Rashid [2021]; Uchendu [2021].

Without doubt, we are in need for a more positive narrative when dealing with cy-
bersecurity chain, because it is way too general to just identify and conclude that the
ordinary users are the “weakest link,” as explained in the previous chapters. We have to
agree and accept that the ordinary users are an extremely complex and diverse popula-
tion. In other words, if we do not have sufficient research support on the issue at matter,
then we do not have clear understanding in which part of the chain there is a problem,
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having in mind the complex nature of human beings, and more importantly we ignore
and exclude completely from the picture the technical and organizational parts of the
chain, as explained earlier in the chapter. Because of this, it needs to further identify
and recognize where the specific weakest links are among these three crucial elements
of cybersecurity. By categorizing them in this way then, we would be able to develop
better effective interventions.

Therefore, here in this section, grounded in the works of organizational behavior
theory by March and Simon [1958], and information infrastructure theory by Hanseth
and Ciborra [2007], we propose a balanced approach and a dialogue in order to bridge
the gap between all the camps – technology, organization, and the human element. We
believe that not only these camps can coexist with each other, but rather this coexistence
is a necessary prerequisite for having a more secured cyber space. What we propose
here is to look at this phenomenon of the weakest link not as a “chain”, but as a “net”, in
which all the elements are connected in a network, and that one problem in this network
creates problems on the whole system. In this way, there is an interdependence between
the technology, organization, and the human element, and only if treated as such we can
move forward in providing a more robust system in the field of cybersecurity. In this
way, we propose to move away from the linear, chain image of security information
because such an assumption can easily be broken on a single point. We propose to
take this road because we treat the field of cybersecurity as a complex management
system containing technical and social parts, which includes organizational processes
and people or actors Malatji et al. [2021]. Instead of blaming the humans, we may do a
better job by addressing the challenges recognized in the cybersecurity literature, such
as security environment Ebert et al. [2023]; Mc Mahon [2020], organizational processes
Hagen et al. [2008], the complexity of cybersecurity policies Karlsson et al. [2017], us-
ability of security Whitten and Tygar [1999], and many other important factors related
to the information security. By oversimplifying and scapegoating one of these factors,
we allow organizations and other important institutions to avoid investigating and fix-
ing the more complex system, hence we get stuck in a situation without any concrete
solution, like we are being stuck for over two decades now without any solution and
with increasing number of breaches in cybersecurity.

In order for this not to happen, we propose for academics and industry practitioners
to work closer together on research looking at cyber-security culture, in order to have a
much needed balance and dialogue between these important elements of cybersecurity.
Without integrated and interdisciplinary research within technological, organizational
and human systems, it is difficult to ascertain the actual value of previous research and
whether it might impact real-world cyber-security culture. If practitioners and academic
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researchers co-operate, it will enable researchers to access real organizations to apply,
evaluate and refine their new research. In this way, those in industry will gain access
to research expertise, which is often inaccessible. After research has been widely in-
vestigated in this manner, this would ultimately lead to the design and development of
a robust set of approaches suitable for particular organizations to use Uchendu [2021].
The topic of information security is of a complex nature, therefore the treatment must
be adequate in order to have the best results in good cybersecurity behavior.

In this way, by understanding better the psychological aspects of human behavior, it
opens the way in devising effective cybersecurity strategies. Organizations can certainly
develop more effective strategies to mitigate threats and protect sensitive information
by understanding how human behavior influences cybersecurity risks and vulnerabili-
ties. From educating employees about common cyber threats to designing user-friendly
security measures, incorporating insights from psychology is essential for building a
resilient and security-aware organization in today’s digital landscape. Of course, we do
agree that humans are susceptible to cognitive biases, for example, such as the tendency
to prioritize convenience over security or to underestimate risks when they perceive a
task as familiar, but this should not be a sufficient condition to remove the human el-
ement from the cybersecurity equation. On the contrary, by recognizing these biases,
cybersecurity professionals can tailor their approach to mitigate human error effectively.
This might involve simplifying security protocols, implementing user-friendly authen-
tication methods, or leveraging behavioral psychology principles to promote adherence
to security guidelines.

In conclusion, for an information security researcher, this thesis offers a critical
viewpoint, and encourages challenging existing generalizations and justifying the al-
legations made. For an organization, on the other hand, this work also offers the critical
viewpoint by suggesting concrete actions to be taken, and to look for alternative ways
to guide their actions. For “human beings”, this thesis offers the humble suggestion
that maybe we are not the “weakest link,” and by developing ourselves we can become
potentially the “strongest link” in the future.
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Chapter IV

Conclusion

The aim of this study was to determine whether or not humans are “the weakest link”
in information security. This study was conducted through the utilization of literature
review, in order to get the broadest possible understanding of the subject. The literature
review itself consisted of a review of a number of articles in the area of information se-
curity, among a plethora of research on cybersecurity and human behavior. The majority
of these studies claimed or implied that humans were the “weakest link,” although the
studies that have actually studied information security threats and information security
accidents did not confirm these claims.

The interplay between human psychology and cybersecurity is complex and mul-
tifaceted. An understanding of the human behavior and organizational dynamics is
essential for strengthening the human element of cyber defense. Organizations will
need to think beyond blaming the human behavior as the “weakest link,” if they re-
ally want to create a robust system in the field of cybersecurity. Users must be made
equal stakeholders in their own cyber safety. With technological and human defenses
working together, organizations can hope to enhance their resilience significantly. The
future of cybersecurity will be defined by how effectively we synthesize the teachings
from psychology and behavioral sciences with rapidly advancing technology. This will
require interdisciplinary collaboration and viewpoint diversity. A holistic cyber-human
systems approach is needed to change the asymmetry between attackers and defenders.
As people build the technology of the future, the future of security will be shaped by
understanding how people interact with this technology.

While human behavior can indeed pose vulnerabilities in cybersecurity, it has to
be agreed also that it presents a significant opportunity for organizations to strengthen
their defenses. In today’s interconnected world, where cyber threats constantly evolve
in complexity and scale, the human element can serve as a challenging barrier against
malicious actors. One of the key strengths of the human element lies in its intelligence
and adaptability. Unlike automated security measures that may struggle to keep pace
with rapidly evolving threats, human beings possess the cognitive abilities to analyze
complex situations, identify patterns, and make informed decisions in real time. This
human intelligence allows organizations to detect and respond to emerging threats more
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effectively, complementing the capabilities of automated security systems. In the battle
against cyber threats, technology alone is not enough. The human element, therefore,
remains both a potential vulnerability and a potent asset in safeguarding our digital
assets. By understanding the psychology of cybersecurity and fostering a security-
aware culture, organizations can enhance their resilience against cyber threats and build
a safer, more secure digital future.

The research topic itself proved to be very complex and no straight answer to the
research question was received. It can be said that humans are certainly one part of
the chain and, in some cases, they might even be the weakest link. However, as it was
seen from the literature, it is not easy to determine the actual reason for any information
security incident. Therefore, by understanding and influencing human behavior is a
critical component of having a robust cyber security strategy. By understanding the
complexities of human behavior, organizations can develop more effective strategies
for mitigating risks and safeguarding digital assets. Coupled with technology solutions
that support and reinforce good security practices, organizations can create a strong
defense against the ever-evolving cyber threat landscape. From raising awareness and
fostering a culture of security consciousness to addressing insider threats and combating
social engineering tactics, integrating the human element into cybersecurity initiatives
is essential for protecting against evolving threats in an increasingly digital world.

We believe that future research related to humans in information security should
focus more on the root-causes and should attempt to explain the complexity and causal-
ities between different actors in information security incident, if we want to find real so-
lutions to the ever-increasing problem of data breaches in cybersecurity. In this regard,
future research topics could be “the causalities between different factors in information
security incidents” or “the complexity behind finding the root-cause in information se-
curity incidents”. With regard to limitations, it can be said that the results of the study
did not answer the research question in a straight way and, due to the relatively small
amount of literature, the results cannot be generalized to the entire sphere of informa-
tion security research. Moreover, the results cannot be generalized also due to the fact
that this is just an undergraduate thesis, hence difficult to cover the whole study of the
"weakest link" narrative in the field of cybersecurity. Finally, regarding the study pro-
cess it can be said that when we go through hundreds of articles, there is always the
possibility that an important or less important article has been accidentally missed from
an in-depth analysis. It is also worth noting that only Scopus database was used for
research, hence it is difficult to generalize that this database has covered most of the
scientific literature on the topic in question.
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