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Abstract 

I strongly wanted to give my thesis project an experimental connotation in the context of the 

adoption of algorithmic models of Generative Artificial Intelligence on a "practical" insurance 

use case. I managed to activate and harmonize the following 3 information and comparison channels 

to have a comprehensive overview, insights on data/technology/market and availability of tools that 

can be used for my experimentation: 

• ANIA (National Association of Insurance Companies) in the logic of having access to the 

large amount of public data that Ania manages and "normalizes" 

• DELOITTE for a market overview from the point of view of strategic consultancy, again in 

the AI insurance sector 

• GOOGLE for a technological and model view in the field of Artificial Intelligence and for 

the use of the Google Cloud Platform for the purposes of my project (among other things, 

Google and Deloitte have an important global partnership in the field of digital 

transformation). 

I gave my work an "experimental project" matrix, enriching it, as mentioned, with a sort of "use 

case/business case" which precisely has an experimental declination. The idea on which I discussed 

with representatives of Google, working on their platforms, was to develop a simulation of "Intelligent 

Assistance" in understanding the CARD Regulation, i.e. the rule that regulates direct compensation 

for road accidents. Following my personal study on the topic and the opinions provided by the 

channels mentioned above, I used a generative Artificial Intelligence algorithm with reference to the 

complex processes entrusted to the adjusters of Insurance Companies in the field of Motor TPL 

claims, starting from the "decoding" in AI logic of the CARD Regulation which regulates the specific 

area of claims management and also carrying out an initial simulation exercise regarding the 

possibility of "entrusting" the arbitration of a road accident to Artificial Intelligence in the future. 
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Introduction 

We are on the threshold of a real technological and economic revolution linked to the digital 

transition, through the adoption of modern and innovative technologies and through new methods of 

data management (migration of databases and financial services to the Cloud environment and 

consequent use of algorithms of Artificial Intelligence). A path of innovation that represents the great 

challenge of the coming years for the Italian financial sector, with strong repercussions also on the 

labor market. FinTech, Cloud banking and Insurance, companies are moving their banking and 

insurance services to the Cloud to reduce costs, improve efficiency and offer increasingly innovative 

services. All insurance companies are therefore also accelerating; plans structured around new 

services and new channels, in line with the orientations of the digital market, for an ethical and 

sustainable Artificial Intelligence/digitalization, with commercial advantages and market positioning 

and brand reputation, but also in a logic of systemic benefits for customers and country. In fact, it 

seems truly essential to manage new and challenging systemic risks (healthcare, agriculture, 

catastrophic events, social security, etc.) at the level of insurance coverage through data and 

algorithms. Digital technologies are necessary to be ready to compete with new operators (see oriental 

and big tech examples) on an increasingly global and technological market. Consequently, a real 

revolution is ultimately transforming the landscape of asset management and asset management. A 

transformation in which technology plays an increasingly prominent role with the majority of asset 

managers and institutional investors already focusing on innovative solutions including big data, AI 

and blockchain to improve investment performance. with a focus also on what the business risk and 

return on investment may be. A central theme, also in the insurance sector, is the financial impact and 

investment policies of Insurance Companies and the impact analyzes on their economic accounts in 

a Risk Management logic. I wanted to give my thesis exercise a connotation of an "experimental 

project", focusing it on a "use case/business case" which has precisely an experimental declination 

(hypothesizing and "simulating" the adoption and impact of a new Artificial Intelligence algorithm in 

the Motor TPL sector and proposing an overview of services, costs and market and business 

implications for Insurance Companies in this historical phase of digital transition and technological 

transformation, with an eye also to the related Cyber security issues and ESG), also finding, in 

support, a contact/interface in one of the big tech companies (specifically Google) to also benefit from 

a purely technological view and tools. Datas are increasingly central and essential for implementing 

effective digitalization and Artificial Intelligence strategies and companies are increasingly centered 

on technology and data for offering development and competitiveness and short and medium term 

positioning, during a technological, industrial revolution and economic which is also strongly 

impacting paradigms and opportunities for work and development for young people. The topic in 

question concerns the digital transition of the insurance sector, i.e. the evolutionary plan and migration 

of insurance services to the Cloud environment and the tendency to "mount" Artificial Intelligence 
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algorithms on top of them, of which the Cloud (which is scalable for volume and types of data and 

guarantees innovative services in terms of performance and security)it is ultimately an enabling 

factor, also considering the fact that the adoption of the Cloud is increasingly conceptually associated 

with the modernization and optimization of IT in a sustainable and green way. The topic seems to me 

to be extremely topical as the Italian financial sector has in fact begun to address it relatively recently 

and this path of innovation is certainly the great challenge of the coming years (with implications not 

only commercial and economic, but also of the ecosystem social and ethical) and a large portion of 

investments both by the 3 Big Techs (Google, Microsoft, Amazon) and by institutional investors 

(banks and insurance companies first and foremost) are destined for this technological evolution over 

the next five years 
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Methodological approach 

Below, at a high level, is the methodological approach I followed in my thesis project: 

• Insurance sector scouting and specific benchmarks (state of the art, trends) 

• Search for sector studies (IVASS perimeter, ANIA, etc) 

• Analysis of the government position, ethical and regulatory constraints and public-private 

partnership initiatives on the topic 

• "Quality/quantitative" checks (business plans, investment plans, asset management policies, 

dedicated budgets, etc) 

• Direct contact with a Big Tech (Google) and with Deloitte to understand fintech market 

trends 

• Insights into ESG issues, Cyber Security, etc., related to digital evolution 

• Market study on skills/profiles currently attractive for companies with a view to digital 

transition (with particular reference to Big Tech, Insurance, Big Four) 

• “Grounding” a Generative AI case study with an experimental approach 
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Main sources 

• “Technological Package” of GOOGLE Cloud Platform 

• Industry studies by McKinsey and Deloitte 

• Big Tech market views 

• Information material and business plans from top insurance players 

• Documentation produced by ANIA 

• Various contributions specific regulatory field (with IVASS focus) 

• Various deferrals relating to Government and Institutional positions on specific issues 

• Conference extracts on related Cybersecurity profiles 

• Specific feedback on recruiting market trends 

• Various material from the Internet 
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1. General overview and contextualization of AI with focus on perspectives in the 
Insurance Sector 

 

Artificial Intelligence is not a new technology and many companies have been applying it to their 

processes and products for years; among these also various insurance companies. 

 

But over the past 18 months, with the disruptive advancement of generative technology, Artificial 

Intelligence has emerged as a key element in public debate and considerations of institutions, 

companies and universities around the world. 

 

The significant impact that Artificial Intelligence can have on numerous production processes has 

become evident, significantly reducing marginal costs, shortening the development times of new 

products and services and allowing a level of customization of the offer that was unthinkable until 

recently. 

 

Just as it has become increasingly clear that Artificial Intelligence is not limited to specific 

applications, but by its nature is capable of enabling innovation in any activity. It is widely recognized 

as the main driver of development of the contemporary era and its importance is comparable to that 

of electricity for us today, vitally permeating multiple sectors, becoming a key element for a new 

industrial revolution. Suffice it to say that it is estimated that the contribution of AI should lead to an 

increase in global GDP of 7% by 2033, a figure that clearly demonstrates the impact of this technology 

on economic growth. 

 

We are witnessing a structural change in the understanding and management of the risks that both 

businesses and citizens require to insure. 

 

On the climate change front, in recent months we have recorded an increasing frequency of 

catastrophic events which, even in Italy, have caused enormous damage with costly consequences for 

many companies. In fact, it is estimated that the climate damage suffered by Italy in the last ten years 

due to Climate Change is close to 35 billion dollars. 

Cyber-attacks are constantly increasing, consider that from 2018 to 2023, cyber-attacks on SMEs in 

Italy grew overall by 79%1. As the digital transition advances, more and more businesses operate 

through networked processes, thus expanding the population that can potentially become victims of 

cybercrime. These attacks put the skills and patents of numerous companies at risk. 
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In the healthcare field, in many Western countries, a combination of factors is making the tension and 

difficulties affecting public healthcare systems increasingly evident. Among these, there is the aging 

of the population, with an ever-increasing number of people requiring assistance, even at home. In 

our country it is estimated that by 2050, with 35% of the Italian population over 65, it will be necessary 

to increase annual spending by 2-3 billion euros to maintain the quality of the healthcare service2. 

Added to this are the public budget constraints that many states face and the difficulty in finding 

medical and paramedical staff. 

We are not faced with a gradual evolution of the scenario: but with a strong, profound discontinuity 

that requires innovative, strong and visionary responses. 

 

Artificial Intelligence, thanks also to the push of generative technology, represents a powerful ally in 

solving contemporary challenges, both socio-economic and demographic, as it offers cutting-edge 

solutions that overcome the limits of traditional methodologies. 

For example, in healthcare, AI will allow more precise diagnoses and personalized therapies. In the 

environmental field, it will help monitor climate change by preventing the impact of catastrophic 

events and support the energy transition by contributing to infrastructure planning, natural resource 

management and energy demand forecasting. In mobility, it will make transport safer and more 

efficient also thanks to autonomous driving systems. These are just a few examples of AI's potential 

to transform key industries to address the challenges of our time. 

As a country system, we must be ready to support the spread of AI by investing in two main enabling 

elements. First of all, infrastructure, since energy, connectivity and data storage are fundamental 

elements of this technology. Secondly, there is the aspect of education and awareness of the 

technology, to be promoted in companies, among citizens and in the public sector to encourage a real 

cultural revolution around AI and maximize its benefits as a result. In parallel, it is crucial to support 

the development of synergistic technologies, which have the potential to amplify AI results. Among 

these we find Cloud, Digital Twin, Blockchain and Quantum Computing, just to mention a few. 

The relevance of the challenges we face and the complexity introduced by this technology requires 

open reflection with institutions and operators, not only insurance, in an inclusive and collaborative 

logic. The promotion of public-private partnerships aimed at the development of new applications, in 

conjunction with adequate incentives to support innovation, will generate new business models and 

collaborative infra-sectoral ecosystems: more efficient, synergistic and capable of generating value 

for all actors involved. 
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The insurance sector can continue to play a central role, thanks to AI, leveraging know-how 

and data assets. 

In this scenario, the insurance sector has the potential not only to transform internally, but also to 

bring significant value to the country in various areas in which it has been active for some time. 

Thanks to its know-how, its technical skills and the wealth of data at its disposal, it can contribute to 

solving the important challenges we face. 

This is precisely where highly dynamic developments in digital technology come in, with Artificial 

Intelligence at the forefront. This growth provides us with the tools necessary to build management 

processes, offers and distribution and assistance mechanisms essential to sustainably and 

competitively cover the new risks that have emerged in our commercial landscape. 

In terms of evolving offerings, AI will allow companies to more precisely tailor their products and 

services to respond to changing customer needs. This will result in greater customer satisfaction and 

a competitive advantage in the market. 

As for improving the operating model, AI will offer advanced tools to optimize internal processes, 

automate repetitive tasks and improve the overall efficiency of the company. This will lead to greater 

agility and ability to adapt to market challenges. 

Finally, strengthening the distribution model, through AI, will allow Companies to reach customers 

more effectively and provide a personalized, high-quality experience. This will increase market 

penetration and consolidate the company's presence in the sector. 

 

In an increasingly challenging competitive context, AI will therefore prove to be a fundamental 

catalyst for the innovation and success of insurance companies, allowing them to quickly adapt to 

changing market dynamics and maintain a lasting competitive advantage. 

 

None of these evolutions are conceivable without strong data-based digital innovation. In fact, all the 

services and innovation we will explore today, including Artificial Intelligence algorithms, are 

enabled by data. Data represents an increasingly central factor for competitiveness and the ability to 

manage it effectively and ethically will therefore be a determining factor for the insurance sector of 

the future. Data is essential for insurance companies not only to manage and cover risks in a rapidly 

changing world, but also to personalize offerings, innovate services and proactively respond to 

emerging customer needs. 

It is the data that allows us to better understand customer needs and habits, facilitating the creation of 

personalized insurance policies. Through data analysis, the specific behaviors and needs of individual 

users or customer segments can be identified, offering tailor-made coverage and services that respond 
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more effectively to their needs. This personalization increases customer perceived value and can 

improve customer satisfaction by increasing customer loyalty. 

It is advanced data analysis that allows you to evaluate increasingly complex risks. Using big data 

and machine learning techniques, enormous volumes of information from different sources can be 

analyzed to identify correlations and trends that would be missed by traditional analytical tools. This 

means being able to better predict the probability of specific insurance events and adjust premiums 

accordingly, as well as identifying new emerging risks. 

 

Artificial Intelligence is, therefore, a very powerful tool. 

 

Despite this, in recent months we have often heard concerns about the use of AI to reduce costs and 

replace personnel, allowing machines to make increasingly relevant decisions. 

 

Artificial Intelligence represents a complement and support to human work. This means freeing 

people from more repetitive tasks, allowing them to focus on customer interactions; and strengthen 

the analytical base necessary to evaluate increasingly complex risks. This technology will allow us to 

adopt sophisticated tools capable of making risks insurable for which, without them, businesses and 

citizens would face very high costs. Surely, Artificial Intelligence will bring a transformation that we 

should consciously embrace, driving its integration into various aspects of our lives. A clear example 

is the world of work, which is set to be influenced by AI. However, with the appropriate upskilling 

and reskilling interventions, we can improve the productivity of human resources, amplifying their 

capabilities with AI and obtaining benefits for all. 

The recent approval of the AI Act requires countries to define the legislative framework for its 

adoption, on which the sector hopes to be able to make its contribution. The Sector, while appreciating 

the legislative effort and the values that inspired it, hopes for a certain moderation and personalization 

in the transposition of European standards at national level, which takes into consideration the 

priorities of the sector and the centrality of data. While it is essential to align the regulatory plan at 

European level to avoid excessive legislative divergence, it is also important to ensure that there are 

no excessive burdens on companies that develop or adopt AI. 

In particular, the sector is available to institutions to solve the country's major challenges and 

collaborate in order to: 

 

• Define standards uniform to ensure the right balance between risk management and the 

innovation potential that is enabled by this technology, eliminating regulatory disparities in 

the use of data compared to large technological platforms. Every insurance company is 

investing in the construction of datasets functional to its business strategies. Therefore, it is 
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essential to outline and limit the topic of data sharing only to those applications in which, in 

compliance with the GDPR, compliance is safeguarded and data security is guaranteed. 

• A second area on which we are ready to collaborate is related to data. In a new era 

characterized by AI, in which data represents a crucial resource, access to large, updated and 

high-quality datasets is an essential factor of competitiveness. And that's why it's important to 

establish standards and infrastructures to access data sources of common interest, in 

collaboration with the PA (eg national registry, land register, ...). 

 

• Finally, it is also desirable to introduce mechanisms to enhance the sector's investments and 

reduce under-insurance, consequently improving the safety of citizens and businesses. 

Companies have long been investing in innovation and AI, making a positive contribution to 

citizens and businesses, including for example by offering protection against risks of which 

there is not yet full awareness, such as catastrophic or cyber risks. In this context, the 

Government could seize the opportunity to leverage the efforts and investments of the 

Companies, amplifying them through specific interventions. 

 

We explored the many facets and potential that AI offers to our sector, but we also confronted the 

ethical, regulatory and industrial challenges that accompany this technological revolution. 

 

In particular, we have seen that as a sector we are faced with a unique opportunity to strengthen our 

role as a protagonist of ecosystems by leading the revolution brought by AI. 

To do this we must continue to innovate as we have been doing for some time, fearlessly accelerating 

the selection and introduction of AI to win this open game, both for individual companies and for the 

insurance system. 

 

Precisely with reference to the three ecosystems, we have seen that in the Cyber Security field, 

the sector can significantly improve its cyber risk estimation capabilities and integrate new AI-based 

defense, response and remediation services to increase the protection, creditworthiness and 

competitiveness of businesses. With reference to Climate Change, the sector can now estimate risks 

like never before, as well as verify damage and improve prevention, also introducing AI-based 

services for the prevention and management of such risks, both for citizens and businesses, with 

potential benefits for public spending. Last but not least, even in the health sector, the sector can 

strengthen its role in the ecosystem by introducing prevention and assistance services capable of 

relieving our NHS, which is already under great pressure. 
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As emerged during the morning, I would like to reiterate that the sector is available to work with the 

institutions to resolve the country's challenges and that to do this best it hopes that the necessary 

regulation follows a moderate and balanced approach that protects citizens and businesses, but at the 

same time at the same time it does not jeopardize the opportunity to innovate and does not create 

disparities with other players or other geographies. 

Furthermore, the sector once again renews its willingness to strengthen public-private collaboration, 

not only between the insurance sector and the Government, but also with other actors in the supply 

chain, in order to share useful data and information (from the PA or from sources third parties), in 

full compliance with the legislation, and to introduce mechanisms aimed at enhancing investments in 

the sector and reducing under-insurance to make citizens and businesses increasingly protected. 

 

Finally, I would like to share, in light of what we have heard, some forward-looking reflections on 

our objectives and the priorities that each of our organizations must pursue to successfully meet these 

challenges and project our sector towards a sustainable and competitive future. 

 

Last but not least, we want to work to promote the spread of AI culture in the insurance sector, 

providing training and support for updating the skills necessary to successfully face the challenges of 

the future. Through targeted training programs, workshops and educational resources, ANIA is 

committed to spreading knowledge of AI and its applications in the insurance sector, helping 

companies to equip themselves with all the skills necessary to make the most of this technology. 

 

We are therefore ready to take on this challenge and continue to serve our members so that they are 

always able to protect businesses and citizens from increasingly complex risks. 

 

With artificial intelligence, insurance companies can ultimately play a key role for the country 

system. 

Artificial intelligence is transforming the insurance world and its role in three main directions. First 

of all, the operational and technical model is evolving in a logic of efficiency and data-driven, thanks 

to the extensive use of data from the risk estimate during underwriting to the settlement of the claim. 

For example, in the claims management sector there are already innovative players who use AI to 

automatically verify and estimate damage to vehicles and buildings based on images acquired from 

smartphones, making the entire process 10 times faster. Or again, in relation to climate risks, thanks 

to AI and the integration of billions of data points, it is possible to estimate and settle a potential claim 

in advance a few days before it occurs, offering assistance to the insured and taking all the necessary 

measures in order to reduce the extent of the damage. Furthermore, the role of companies will evolve 

from single operators to protagonists of multiplayer and multidisciplinary ecosystems, relating to 
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multiple areas of need for citizens and businesses, offering new services that will go beyond 

protection, integrating solutions from different players thanks to AI. The ecosystems in which 

insurance can be protagonists and in some cases leaders of an integrated multi-sector offer are those 

of health, mobility, climate, home and cyber and business risks. There are already examples of 

international companies that are building real ecosystems by integrating external players and 

leveraging AI, both in the health sector and in the mobility sector, and new startups are emerging that 

will enable integration in other areas too. We will increasingly move in the direction of insurance-

centric ecosystems, in which the companies will orchestrate the various actors involved. Suffice it to 

say that 60% of the most relevant initiatives of insurance companies in the field of AI at a global level 

are developed in partnership with third parties, such as service providers, insurtech and technology 

companies and, in some cases, university and research centers. Finally, the transformation of AI will 

also raise the level of service offered by insurance to businesses and citizens, guaranteeing, for 

example, an improvement in terms of increasingly personalized and accessible offers, instant 

settlement of claims and the raising of the level of assistance and satisfaction of needs and greater 

ease and breadth of protection provided. With these changes, at the same time, the role of insurance 

intermediaries will also be able to benefit, who, thanks to AI, will be able to evolve their work of 

personalized consultancy towards insureds and management of assistance needs, thus increasing 

customer satisfaction and service. of protection provided. These changes will not only affect 

individual companies, but also the entire insurance system, which will be able to evolve into a driving 

force in resolving the country's challenges. The entire system will be able to offer information and 

services to the country and the public administration, increasing the state's ability to ensure protection 

and development for its citizens and businesses. The transformation started by artificial intelligence 

has as a prerequisite the full valorization of human resources starting from the distribution networks, 

from the investments necessary for the renewal of infrastructures and from the adaptation of 

regulations that protect ethical principles, regulations and privacy, but at while stimulating healthy 

industry innovation based on AI and secure data integration. To all intents and purposes, artificial 

intelligence is a "cubed" game (IA3) in which insurance companies can play a leading role in 

ecosystems, central for businesses but also for society, because they have more than ever 

'interconnections' with partners and other players. Furthermore, it is still an open game and 

characterized by a series of innovations and startups available to all, but which must be framed and 

selected according to a concrete strategic approach and, finally, must be played with an active, 

proactive and timely role as tomorrow it might already be late." In 2023 there were 250 million AI 

users worldwide (x2 from 2020) and expected to surpass 700 million by 20303. Furthermore, global 
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investments in startups by venture capital in 2023 decreased (-38%) compared to 2022, but not those 

linked to startups that use AI, which grew by +9% to reach a global value of almost $50 billion4 
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2. Adoption of the Cloud environment as an enabler for Generative AI use cases 

 

The Cloud is not just a technology to support business transformation but today constitutes a 

fundamental catalyst for creating value through technologies, data and ecosystems that drive 

organizational progress: it is a facilitator capable of allowing organizations to innovate safely and 

rapidly, modernizing the main activities, promoting the role of data and seamlessly interconnecting 

distributed ecosystems. 

 

Cloud tools and technologies increasingly influence the future of data science work in two main areas: 

scaling resources and improving workforce agility. The challenge that organizations face every day 

is that of managing complex systems while remaining agile and innovative. 

The AI race enters a new phase with Microsoft, Amazon and Google set to invest billions of dollars 

with the aim of integrating AI techniques into their cloud offerings. Let's see how their moves could 

revive a market that is currently slowing down 

 



19  

 

 

The near future of the cloud will be increasingly linked to the universe of artificial intelligence and 

will be characterized by offers aimed at integrating companies' information systems with functions 

capable of generating text, images, videos, music or other media in response to specific requests of 

users. 

An important confirmation arrived a few days ago with the latest Microsoft quarterly report. Amy 

Hood, Microsoft's chief financial officer, said on a conference call with analysts that higher-than-

expected AI consumption was responsible for a 3-percentage point increase in cloud activity. 

As is known, Microsoft was the big tech that focused the most on this new season of generative AI, 

allying itself with OpenAI. OpenAI's AI services (ChatGpt, Dall-E) must, by exclusivity, go to 

Microsoft clouds and in general AI may have been a marketing lever for the company's cloud. 

Where does the acceleration towards artificial intelligence come from? 

For Microsoft, revenue from its Intelligent Cloud unit, which hosts the Azure cloud computing 

platform, grew to $24.3 billion, compared to analysts' estimates of $23.49 billion, according to LSEG 

data. Azure revenue rose 29%, beating market research firm Visible Alpha's 26.2% growth estimate. 

The push towards generative artificial intelligence and above all the sudden acceleration of the main 

international players must be read in light of the first, important slowdown in the "Cloud" market 

which until a few months ago was marked by increasingly faster and seemingly unstoppable growth. 
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According to the main analysts in the sector, during 2023 the increase in revenues deriving from the 

digital cloud for the three large companies will settle at around 18%, i.e. a figure equal to 

approximately half of what was recorded in 2022. 

The litmus test in this non-area can only be "Amazon Web Services", which, while continuing to 

represent the largest cloud services provider, recorded in the last quarter the lowest growth since the 

birth of the era of the great digital cloud. 

To understand how this is not an unexpected result, it is enough to think about how Amazon.com 

declared at the beginning of October that it would lay off around 9,000 workers throughout the 

company, starting precisely from the division that deals with the Cloud. 

Even Microsoft, which in the special ranking of the world's largest cloud providers is in second place 

behind AWS, has warned investors that its business in the large cloud is slowing down, also due to 

the increasingly widespread phenomenon of "cloud repatriation", i.e. of the gradual return of 

companies towards internal solutions, considered cheaper and sometimes more advantageous. 

In a painting characterized for the first time by dark colors, therefore, the high-tech giants have 

seen in generative artificial intelligence a potential lifeline if not a real driving force towards the 

relaunch of the Cloud. 

At present, in fact, to provide functions similar to those of Chat-GTP it is necessary to have real 

supercomputers available, capable of processing huge amounts of data in infinitesimal fractions of 

time. 

It is quite clear that such scenarios are only possible within the large data centers owned by Amazon, 

Microsoft, Google and a few other players around the world. 

The first proposals for generative artificial intelligence 

In light of what has been seen so far, it is not surprising that cloud service providers are combining 

promotions of free services, conveyed with increasingly "aggressive" proposals, based on the use of 

generative artificial intelligence. 

Google, for example, said that its AI software, previously available only within its own organization, 

will be gradually made available to selected customers via its cloud, generating a sense of anticipation 

among all of its prestigious partners spread across the globe. world. 

A case that is leading the way is that of KPMG which initially cut back on the cloud and then returned 

to investing in an even more significant manner once the first features based on OpenAI appeared in 
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the Azure ecosystem, capable of allowing integration of artificial intelligence services in business 

systems. 

According to Brad Brown, Global Head of Tax Technology and Innovation at KPMG, “AI is the 

much-needed advantage that many businesses have been expecting from the Cloud. This will 

stimulate consumption." 

You also need to consider how smaller AI startups potentially represent large new customers for cloud 

providers because they require large amounts of computing power to develop and run their apps. 

In particular, according to estimates by the venture capital firm Andreessen Horowitz, approximately 

10-20% of the revenues generated by generative artificial intelligence apps go to cloud companies, 

with particular reference to the three largest suppliers, which, having sensed the new trend gold, they 

try to attract innovative companies by offering them a free "trial" period of their services. 

Consider, for example, that: 

• Google has more than doubled the amount of free credits it offers to new AI startup 

customers, now covering up to $250,000 in spending for their first year. 

• Amazon plans to offer some AI startups up to $300,000 in computing resources free to 

sign up for their cloud as part of a new program for generative artificial intelligence startups, 

people familiar with the matter said. 

• Microsoft, as already mentioned, is investing in AI startups to build its own AI IT 

infrastructure and present itself to customers as an "AI-first" company. 

Anthropic, an OpenAI rival that also released a new AI model earlier this month, received a more 

than $300 million investment from Google this year and agreed to make the company's cloud unit 

your preferred infrastructure provider. The search company also signed a multi-year deal to spend 

about $900 million on Google's cloud services, sources familiar with the matter said. 

Race to generative AI, Microsoft leading the way 

Born as a cold war in which the world's great players prepared their own strategies "behind the scenes" 

and studied their opponents as in a great chess game played on a global level, the race towards 

artificial intelligence (and in particular towards that " generative”) is suddenly coming to life, thanks 

to the increasingly “unscrupulous” moves of Microsoft, Amazon and Google. 

The first actor to break the balance was, indeed, the giant founded by Bill Gates who literally shuffled 

the cards by investing the stratospheric sum of 13 billion dollars in the OpenAI startup, which made 

headlines thanks to the now famous ChatGPT. 
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To understand how AI is a strategic objective of Microsoft, just think that it was the CEO, Satya 

Nadella, who directly illustrated the new vision of the Redmond company to the main clients, partners 

and stakeholders, which indeed intends, propose solutions capable of increasing the efficiency of 

organizations by integrating artificial intelligence techniques into Azure. 

The run-up of Google and Amazon 

Naturally, the main competitors could not remain indifferent to this rift and, albeit with some delay, 

they started alternative paths aimed at equipping their digital ecosystems with tools at least equivalent 

to those of Microsoft. 

In particular, both Google and Amazon have turned their attention towards Anthropic which, not 

surprisingly, represents the alter ego of OpenAI, having been founded by managers, engineers and 

technicians who left the original working group that implemented ChatGPT. 

Even though they are not close to Microsoft's investments from a financial point of view (Amazon 

has forecast spending of 4 billion dollars while Google started with 300 million to reach around 3 

billion dollars), the two biggest rivals have sent a decidedly strong, demonstrating that it wants to 

remain connected to the world of artificial intelligence and, above all, that it wants to propose 

alternative and differentiated solutions compared to those of the Redmond giant. 

Meta too in the "war" of intelligent chats 

Meta, the parent company of Facebook, has also entered the "intelligent chat war", albeit still on 

tiptoe, and in recent months has launched Llama (Large Language Model Meta AI), presented as an 

"all-purpose linguistic model". “cutting-edge designed to help researchers advance their work in this 

subfield of artificial intelligence.” 

To complete the reference context, it is also appropriate to underline how Google, even before 

financial Anthropic, had actually launched its own proprietary solution, called "Bard" (in honor of 

William Shakespeare, who is often defined as the "Bard of Avon" ), which recently also landed in 

Italy but whose future remains uncertain in light of the US company's increasingly strong interest in 

OpenAI's rival startup. 

“Internal” solutions and the OpenAI – Anthropic dualism 

If the increasingly close union between cloud services and artificial intelligence now appears certain, 

the panorama of "intelligent chat" offers dominated today by ChatGPT but probably destined to see, 

at least in the immediate future, a "duopoly" appears not entirely clear operated by OpenAI and 

Anthropic. 
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The situation, although still fluid and evolving, seems to recall that of the early days of mobile 

operating systems which initially saw the proliferation of a series of proprietary solutions to 

subsequently settle towards the coexistence of iOS and Android. 

At present, however, the state of the art is represented by the following solutions. 

ChatGTP 

The OpenAI product is certainly the most famous chatbot based on artificial intelligence and machine 

learning. 

It is specialized in conversation with a human user and has been developed with machine learning 

techniques (unsupervised) and optimized with "supervised" and "reinforcement" learning techniques, 

developed to be used as a basis for the creation of other machine learning models. 

Claude 2 

Claude 2, which can be considered the most important opponent of ChatGPT, is characterized by the 

ability to manage up to around 75,000 words, which could correspond to the length of a book (I think 

the famous competitor stops at around 3,000 words). Users, in particular, can enter large amounts of 

data and ask for summaries in the form of a memo, letter or story. 

Research conducted by Arthur AI, a machine learning monitoring platform, concluded that Claude 2 

is the most reliable chatbot in terms of "self-awareness", that is, in accurately evaluating one's 

knowledge and the limitations associated with the process of training. 

The system was created by Anthropic, which, in turn, was founded by Dario Amodei, former vice 

president of research at OpenAI, his sister, Daniela Amodei, who was vice president of security and 

policy at OpenAI, and a large group of researchers who left the now famous parent company of Chat 

GPT. 

Google Bard 

Google Bard represents Google's first major response to Microsoft's excessive power in the field 

of generative artificial intelligence. According to Jack Krawczyk, Director of Product Management, 

the product was created “to explore curiosity and allow ideas to evolve, helping people shape their 

creativity,” as well as “combine the breadth of knowledge globally with the power, intelligence and 

creativity of our great linguistic models”. 

A particularly interesting element of Bard is connected to its ability to simultaneously draw on 

information on the web to provide updated and quality answers. 
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As anticipated, the giant founded by Larry Page has now decided to invest in Anthropic and could, 

therefore, orient its strategies towards an integration of its flagship product in the field of AI with 

Claude 2, also given the convergence of a competitor of very close up like Amazon. 

Llama2 

Llama 2 is the language model developed by Meta, the parent company to which Facebook also refers, 

to understand and generate human language in a natural and coherent way, imitating the way humans 

speak and write. 

According to the intentions of the multinational founded by Zuckerberg, Llama2 can be used for a 

series of applications, including the construction of chatbots. 
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4. Economics, data and investment policies of the digital transition of the 

insurance sector 

According to estimates by the Italian Insurtech Association and the Polytechnic of Milan, 2024it will 

be a record for the insurance market in terms of investment volumes. And a doubling trend is expected 

for 2025 and 2026 in which a leap to 90 and 140 million respectively is expected. Most of the budget 

allocated to operation & data management and digitalization and product creation. An increase in 

sales and marketing components is expected. There are 108 initiatives mapped, up sharply from the 

55 in 2022 for a value of 44.8 million. 45 partnerships signed. 

 

Artificial Intelligence is destined to revolutionize the insurance sector. In fact, 2024 will mark a 

record year for investments in Insurtech by the market: by the end of the year, around 50 million 

euros will be invested in Artificial Intelligence solutions, which could reach 90 million by 2025 and 

140 million in 2026. 

The investments made to date in AI have mainly been in the operations &data management and in 

the digitalization and creation of products. In 2024, an increase in investments in sales and marketing 

components is expected, where AI will be used mainly to educate consumers and intermediaries, this 

will translate into the sale of beneficial policies and an increase in insurance penetration in Italy, a 

country still heavily under-insured. 

http://corrierecomunicazioni.it/tag/intelligenza-artificiale
http://corrierecomunicazioni.it/tag/insurtech
http://corrierecomunicazioni.it/tag/data-management
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This is what emerges from the new edition of the Insurtech Investment Index 2023, created by the 

Italian Insurtech Association and developed by the Fintech & Insurtech Observatory of the 

Polytechnic of Milan, which monitors the progress of investments and the degree of innovation of the 

insurance sector in Italy. 

The digitalization of the Italian market is growing 

In 2023 the level of digitalization of the Italian market will increase again, obtaining a positive score 

of 20/30, a clear improvement compared to 14/30 last year. Above all, two factors are driving the 

growth: the significant increase in the development of internal projects of the companies and of 

partnerships between the latter and the insurtech startups. In fact, there are 108 internal projects 

(compared to 55 in 2022, with an increase of 96%) for a value of €44.8 million (compared to €23.7 

million in 2022, with an increase of 89%). Furthermore, 45 partnerships with insurtech projects were 

created (compared to 25 in 2022, an increase of 80%). 

In the research of IIA and the Fintech & Insurtech Observatory of the Polytechnic of Milan, some 

predictions emerge for 2024: on the "type of operation" side we will see an ever-increasing growth 

in the development of internal projects in the insurtech field (67%); on the technological side we will 

see an ever-increasing use of technological solutions that will revolutionize the market development, 

91% of which include Data Acquisition & Analysis (AI, Big Data,IoT) and 64% Communication & 

Sales (Chatbots, Rebo-advisors, Social Media, Video Platform). 

Skills: 25,000 new "qualified" hires from 2023 to 2025 

According to the annual Skills Report, created by the Italian Insurtech Association, the research of 

digital skills in the insurance sector it reached record figures. According to the latest survey, the 

inclusion of 25,000 new profiles with advanced technological skills is expected in the three-year 

period 2023/2025. Specifically, figures such as: data manager, cloud architect, data analytics, 

warehousing & business intelligent, project & program management. According to the forecast of the 

2024 Skills Report, by June there will be 15,000 figures sought by insurance players and who will be 

employed in the development of projects relating to AI. 

According to the Italian Insurtech Association, the recipe for finding skills will be to develop further 

partnerships, not only with universities, but primarily with insurtech startups and "young" technology 

companies that can bring useful and already trained figures to the sector and its development. 

http://corrierecomunicazioni.it/tag/startup
http://corrierecomunicazioni.it/tag/IoT
http://corrierecomunicazioni.it/tag/digital-skill
http://corrierecomunicazioni.it/tag/analytics
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AI crucial for 91% of insurance companies 

“2023 was a year of recovery for Italian Insurtech. Firstly, the number of insurance companies 

investing in insurtech startups has increased considerably; however, the most relevant evidence is that 

the main players in the sector have significantly increased investments in internal innovative projects 

and intensified partnerships with emerging insurtech startups", declares Filippo Renga, Director of 

the Fintech & Insurtech Observatory of the Polytechnic of Milan "A Particular attention must 

obviously be paid to Artificial Intelligence. In fact, 91% of insurance companies believe that AI and, 

more generally, technologies for data collection and analysis will play a crucial role in the revolution 

of the insurtech market in the next decade.” 

“What emerged in today's meeting is that projects for developing solutions based on Artificial 

Intelligence are now on the tables of all the main insurance companies. Let us remember that in Italy 

the sectors that invest most in AI are the Telco and that Insurance. We are witnessing an epochal 

challenge to put services on the ground that will have an enormous impact on the business model of 

many insurance players." Simone Ranucci Brandimarte declared President of IIA. “As the data 

collected by colleagues at the Polytechnic shows, insurance companies are trying to develop internal 

projects to increase their competitiveness. The main challenge concerns, in our opinion, not only the 

value of investments, of which we expect a strong increase, but rather finding those competent 

profiles who will have the arduous task of developing these services." 

Insurtech & Artificial Intelligence: 50 million invested in AI by companies in Italy 

Artificial intelligence is set to revolutionize the insurance industry. This is what emerged today during 

the event "AI and Insurtech: new frontiers and opportunities for an insurance industry that looks to 

the future", organized by the Italian Insurtech Association, in partnership with Share, focused on 

shedding light on how the applications of AI will bring an evolution of services and competitiveness 

in the insurance market. The day saw the participation of several players in the sector, startups and 

important multinationals who are already experimenting with AI applications, including: Google, EY, 

Microsoft, Avanade, Gellify, Casaleggio Associati and many others. 

During the meeting, the new edition of the Insurtech Investment Index 2023 was presented, created 

by IIA and developed by the Fintech & Insurtech Observatory of the Polytechnic of Milan, which 

monitors the progress of investments and the degree of innovation of the insurance sector in Italy. 

 

In 2023 the level of digitalization of the Italian market will increase again, obtaining a positive score 

http://corrierecomunicazioni.it/tag/telco
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of 20/30, a clear improvement compared to 14/30 last year. Mainly driving the growth are two factors: 

the significant increase in the development of companies' internal projects and partnerships between 

the latter and insurtech startups. In fact, there are 108 internal projects (compared to 55 in 2022, with 

an increase of 96%) for a value of 44.8 million euros (compared to 23.7 million euros in 2022, with 

an increase of 89%). Furthermore, 45 partnerships with insurtech projects were created (compared to 

25 in 2022, an increase of 80%). 

"2023 was a year of recovery for Italian Insurtech. First of all, the number of insurance companies 

investing in insurtech startups has increased considerably; however, the most relevant evidence is that 

the main players in the sector have significantly increased investments in internal innovative projects 

and intensified partnerships with emerging insurtech startups". Declares Filippo Renga, Director of 

the Fintech & Insurtech Observatory of the Polytechnic of Milan. "Particular attention must obviously 

be paid to Artificial Intelligence: 91% of insurance companies believe that AI and, more generally, 

technologies for data collection and analysis will play a crucial role in the next revolution of insurtech 

market. According to estimates from the Italian Insurtech Association, 2024 will mark a record year 

for investments in insurtech by the market. By the end of the year, around 50 million euros will be 

invested in Artificial Intelligence solutions, which could reach 90 million. by 2025 and 140 million 

in 2026. The investments made to date in AI have mainly been in the area of operation & data 

management and in the digitalization and creation of products. 

 

In 2024, an increase in investments in sales and marketing components is expected, where AI will be 

used mainly to educate consumers and intermediaries, this will translate into the sale of beneficial 

policies and an increase in insurance penetration in Italy, a country still heavily under-insured . 

 

"What emerged in today's meeting is that projects for the development of solutions based on Artificial 

Intelligence are now on the tables of all the main insurance companies. Let us remember that in Italy 

the sectors that invest the most in AI are Telco and the Insurance one. We are witnessing an epochal 

challenge to put on the ground services that will have an enormous impact on the business model of 

many insurance players". Simone Ranucci Brandimarte declared President of IIA. "As the data 

collected by colleagues at the Polytechnic show, insurance companies are trying to develop internal 

projects to increase their competitiveness. The main challenge concerns, in our opinion, not only the 

value of investments, of which we expect a strong increase, but finding those competent profiles who 

will have the arduous task of developing these services". 
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According to the annual Skills Report, created by the Italian Insurtech Association, the search for 

digital skills in the insurance sector has reached record figures. According to the latest survey, the 

inclusion of 25,000 new profiles with advanced technological skills is expected in the three-year 

period 2023/2025. Specifically, figures such as: data manager, cloud architect, data analytics, 

warehousing & business intelligent, project & program management. According to the forecast of the 

2024 Skills Report, by June there will be 15,000 figures sought by insurance players and who will be 

employed in the development of projects relating to AI. 

According to the Italian Insurtech Association, the recipe for finding skills will be to develop further 

partnerships, not only with universities, but primarily with insurtech startups and "young" technology 

companies that can bring useful and already trained figures to the sector and its development. 

Finally, in the research of IIA and the Fintech & Insurtech Observatory of the Polytechnic of Milan 

some predictions emerge for 2024: on the "type of operation" side we will see an ever-increasing 

growth in the development of internal projects in the insurtech field (67%); on the technological side 

we will see an ever-increasing use of technological solutions that will revolutionize the development 

of the market, among these 91% Data Acquisition & Analysis (AI, Big Data, IoT) and 64% 

Communication & Sales (Chatbots, Rebo- advisors, Social Media, Video Platform). 
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5.Related Risk management topics – Cybersecurity focus 

Technological progress brings with it challenges and opportunities. Today, "on the global and 

European scene we must deal with the issue of artificial intelligence, a topic of extraordinary 

importance, a technological innovation that can bring immense benefit to the life of our society". 

Thus the prefect Bruno Frattasi, Director General of the National Cybersecurity Agency, during his 

speech at CyberSec2024 at the Palazzo delle Esposizioni in Rome. 

At the center of the event, cybersecurity in the era of artificial intelligence. An additional 

technological tool - as Frattasi states - to improve collective well-being, production processes, 

associated life. "Applying artificial intelligence systems, for example, to medical and healthcare 

research, means being able to create new opportunities to fight rare diseases, to treat tumors, and 

bring benefits by personalizing treatments." AI gives value and transforms a huge amount of data into 

information. 

"But there are also risks", underlined the prefect after having gathered together the many positive 

aspects which highlight the "great opportunities in terms of improving the quality of life at a global 

level". "The data processed by artificial intelligence could be subject to manipulation. The problem 

of AI applied to various sectors immediately becomes a problem of IT security with regards to the 

protection, protection and vulnerability of the data." 

For this reason, a regulatory model is needed such as the text that the European Union is about to 

approve, the AI Act. A document "that starts with the approach to risk", said Frattasi. "There is no 

doubt that the European regulatory model is an unavoidable point of reference from which we must 

start. We will see in the coming months how we will arrive at the conclusion of the process that is 

leading to the approval of this provision". 

The G7 under the Italian presidency will also have artificial intelligence as its "particularly followed 

track" and will see the National Cybersecurity Agency involved at the forefront. "Parliament will 

shortly begin examining a bill that the Government has brought to its attention on the subject of 

cybersecurity", added the prefect. This is a "very complex provision" which regulates, among other 

things, the criminal response. Highlighting the fundamental role that ACN will have to play, called 

to deal with IT security also with regard to artificial intelligence systems. 

At the end of his speech, Frattasi declared that, on the occasion of the G7, "a permanent group will 

be established to work on cybersecurity policies so that these policies are the result of sharing" 
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between international cybersecurity actors. "We have launched it because it seemed appropriate to do 

so and we have already received positive feedback from other managers of cyber security agencies 

and centers. We are building the agenda of the work that will take place in Italy in May together with 

the other colleagues from the other six countries". 

In a context where the cyber threat is becoming more and more pressing, Italy is moving to 

strengthen its defenses in the field of cybersecurity. This is confirmed by Bruno Frattasi, director 

ofNational Cybersecurity Agency, during a hearing at the House Defense Committee. 

Frattasi in particular revealed that "new agreements are being implemented with the administrations 

of the national cyber security perimeter, as directed by a directive from the Presidency of the Council 

of Ministers, to strengthen the Agency's intervention capacity when it is an impact, establishing an 

activity protocol that must be followed by our operators and the operators of the administration that 

suffers the cyber attack”. 

Frattasi highlighted Italy's delay in responding to the cyber threats, attributable to insufficiently 

large investments in the cybersecurity sector in past years. “Response times – she explained – can 

also be long because investments in IT security are complex and expensive and require not only a 

technological but also an organizational and procedural response”. 

“The bill 1717 on strengthening national cybersecurity, which has already come to the attention of 

the joint Constitutional Affairs and Justice commissions – he added – takes inspiration from the latest 

developments to expand the ability to understand and counter the threat. Knowledge of the threat is 

in fact the prerequisite for being able to prevent and counter it effectively. The obligation to notify 

the impacts to which the bill refers aims precisely to ensure that this threat is known to the Agency 

and allows us to communicate with the person responsible for the ICT services of the affected public 

administration and with the person responsible for cybersecurity”. 

An ever-evolving danger 

The director also underlined that, although Italy has not recorded attacks capable of compromising 

national critical infrastructures to the point of endangering national security, we cannot lower our 

guard. The threat is constantly evolving and the introduction of technologies such as Artificial 

Intelligence could increase its offensiveness. 

http://corrierecomunicazioni.it/tag/cyberattacco
http://corrierecomunicazioni.it/brand/Acn
http://corrierecomunicazioni.it/tag/hacker
http://corrierecomunicazioni.it/tag/intelligenza-artificiale
http://corrierecomunicazioni.it/tag/intelligenza-artificiale
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“In the Agency's observation period we have not recorded attacks that could have put national critical 

infrastructures in conditions of discontinuity such as to endanger the primary asset that we are 

required to safeguard, i.e. national security – clarified Frattasi -. It did not happen due to the 

robustness that the country's digital surface has already achieved, but it is not a definitive and final 

goal but rather an intermediate one, because it is necessary to continue this process of growth and 

robustness relating to Public administration, businesses and professionals, civil community. 

However, we cannot rest on this result because the threat is evolving and refining and could lead to 

an increase in both the number of attacks against our country and the offensiveness of the threat. The 

intervention of artificial intelligence could in fact make the attacker's danger even more offensive." 

Digital risk is increasing 

The director then highlighted how recent historical events, including the pandemic and geopolitical 

crises, have contributed to a significant increase in digital risk. The increasing digitalization of work 

and interpersonal relationships has further exposed society to hostile activities in cyberspace, 

particularly those directed against Western democracies. Among the examples of attacks cited by 

Frattasi, DDoS ones stand out, which hit public administrations, financial institutions and healthcare 

companies, overloading systems to the point of interrupting service delivery. These campaigns, often 

claimed by hostile state actors, in addition to causing direct and reputational damage, also convey 

misinforming messages, amplifying the effect of the attack. 

 

"For companies to protect themselves from AI risks, it is first necessary for them to be aware of the 

risk they are experiencing." This was underlined by Giancarlo Fancel, Country Manager Italy and 

CEO Generali Italia, Vice President of Ania, on the occasion of the fourth edition of Innovation by 

Ania 'Insurance and Artificial Intelligence. Innovation at the service of the country', which was held 

today in Rome. "To protect companies from cyber risks - explained Fancel - we, as Generali Italia, in 

collaboration with the Polytechnic University of Milan, have developed a 'cyber index', which 

measures the ability of companies to defend themselves from possible cyber-attacks". “We - he 

continued - used a sample of one hundred companies, of which 51 out of 100 showed that they possess 

effective tools to recognize and protect themselves from possible cyber-attacks”. 60 units, but they 

are not below the optimal level". To encourage innovation - he underlined - a change in the skills of 

the figures entering the companies is necessary". “It is essential - concluded Fancel - to develop 

http://corrierecomunicazioni.it/tag/pubblica-amministrazione
http://corrierecomunicazioni.it/tag/sanit%C3%A0
http://corrierecomunicazioni.it/tag/sanit%C3%A0
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ecosystems that work synergistically and accompany this digital transition, in our case for example, 

this can happen with the integration between insurance and start-ups”. 
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6. Insurance companies as technology providers and data companies in an ESG 

logic 

An ethical approach to AI is critical in the design, development and use of data and algorithms 

to maximize sustainable value creation and minimize risks to individuals and society. A priority 

in Generali's strategy, to strengthen its ambition to be a Life Partner  

Since it was invented, artificial intelligence (AI) is having a growing impact within our 

increasingly interconnected society. The technology can be applied to many different sectors 

and industries: this is the case, for example, in the healthcare sector, where it is used to dose 

drugs and distribute various treatments tailored to specific patients and to support surgical 

procedures in the operating room. 

But artificial intelligence also has applications in the financial sector, where it is used to detect 

and report suspicious activities, such as the unusual use of payment and investment instruments, 

thus facilitating the work of anti-fraud departments. AI applications are also used to facilitate 

trading operations, for example by making it easier to estimate the supply, demand and price of 

securities. 

In short, artificial intelligence promises numerous advantages - for example in terms of speed, 

efficiency and precision - thanks to the advanced use of data and algorithms. Nowadays, public 

opinion is increasingly aware of this; but at the same time it is increasingly informed about the 

potential risks associated with the use of these technologies in increasingly numerous areas of 

work and daily life, in particular the excessive pervasiveness of data and algorithms and the 

distortions that can result from it. 

An example in this sense is offered by the so-called machine biases or distortions, i.e. the effect 

of incorrect assumptions in the automatic learning processes of algorithms. Such biases reflect 

problems with data collection or use, in which systems draw improper conclusions about 

information sets, either due to human intervention or a lack of cognitive evaluation of the data.  

A concrete case is offered by a December 2020 study entitled "Investigating Bias in Image 

Classification using Model Explanations”, which shows how biased data can lead to biased 

classification results. The authors of the study collected a set of images to distinguish those of 

"doctors" from those of "nurses", testing different percentages of men and women in the two 

categories in order to detect their impact on the performance of the algorithm. In this case, a 

https://arxiv.org/pdf/2012.05463.pdf
https://arxiv.org/pdf/2012.05463.pdf
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distorted model predicts "nurse" when the subject is a woman, "doctor" when it is a man, without 

looking at the real characteristics that should be used in the detection (for example the type of 

gown or the presence of the stethoscope). 

In light of these cases, it is therefore of fundamental importance to adopt an ethical approach to 

artificial intelligence, which concerns the responsible use and sharing of data and algorithms 

beyond legal obligations to maximize sustainable value creation and minimize the risks for 

individuals and society. 

In the insurance sector, artificial intelligence systems are used with increasing frequency to 

provide increasingly personalized, accurate and competitively priced products and services: 

from the protection of health and life, to the definition of premiums, up to the underwriting and 

evaluation of claims. However, if not adequately designed, developed and used, artificial 

intelligence systems can lead to significant risks to people's lives, including financial exclusion 

and discrimination. For example, can AI correctly decide who should or should not receive 

insurance products and services, or make the decision-making process involving them 

transparent to end users? There are therefore specific risks and ethical "di lemmas" to which 

Generali has responded for some time by trying to maximize the transparency of its algorithms 

and providing human supervision for the most delicate applications. In the meantime, the 

regulatory authorities are starting to move in order to define standards and controls for the use 

of AI, with significant impacts also on the insurance sector: this is the case, for example, of  

European Regulation on Artificial Intelligence(“AI Act”), proposed by the European 

Commission in April 2021 and whose approval is expected in 2023. The AI Act package includes 

a series of new obligations. 

The objective is to promote responsible development of AI and strengthen Europe's competitive 

potential at a global level, allowing the maximization of resources and the coordination of 

investments. Through the Digital Europe and Horizon Europe programs, the Commission plans 

to invest 1 billion euros per year in AI, mobilizing further investments from the private sector 

and Member States in order to reach an annual investment volume of 20 billion euros during the 

digital decade. 

Generali welcomes this historic change as an opportunity to strengthen its strategy  Lifetime 

Partner 24: Driving Growth thanks to the integration of their fundamental ethical values into the 

new strategies of digital natives. The Group's objective is to: 

https://digital-strategy.ec.europa.eu/en/policies/european-approach-artificial-intelligence#:~:text=European%20proposal%20for%20a%20legal,setting%20the%20global%20gold%20standard.
https://www.generali.com/it/who-we-are/Strategic-Plan-Lifetime-Partner-24
https://www.generali.com/it/who-we-are/Strategic-Plan-Lifetime-Partner-24
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• increase your digital reliability, thus creating a distinctive competitive advantage; 

• strengthen its ambition to be a Life Partner for its customers; 

• mitigate ethical, reputational and financial risk (e.g. lack of transparency and interpretability 

of AI systems or unintentional biases and discriminations hidden in the decision-making process 

of AI systems). 

Generali also supports the adoption of the new "reliable AI" paradigm, a combination of 

legislative frameworks, technical-ethical principles, advanced analysis techniques and 

organizational transformations that will profoundly change the current way of developing and 

applying AI, and collaborates with regulators and industry associations to improve legisl ative 

proposals on digital technologies by leveraging their technical expertise and business 

experience. 

In this context, for example,the initiative Trustworthy AI, which is proposed to ensure 

responsible use of data and algorithms to deserve the full digital trust of customers, leading to a 

sustainable competitive advantage and strengthening the ambition of being a Partner of Life. At 

the basis of Generali's strategy is the idea of providing guidelines and developing algorithms 

capable of avoiding risks and ensuring the transparency of all processes, ensuring that there is 

always human control over the activities and the most delicate decisions. 

Artificial Intelligence, in collaboration with international organizations and the AI for Planet 

initiative, is proving crucial in the fight against climate change 

https://www.generali.com/it/investors/Strategy/data-manifesto-and-generali-trustworthy-ai/Generali-trustworthy-ai
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There is more and more talk about Artificial Intelligence and the disruptive role it will have on 

our lives, but perhaps not enough is said about how this revolution can also be used to combat 

climate change and its effects. 

Various international bodies (EU, UNESCO, UN) and the AI for Planet organization (founded by 

Startup Inside in collaboration with the UN, UNESCO and Boston Consulting Group) have been 

working on this for some time, which is already helping us in the task of outlining how AI can 

intervene in the relationship between man and the environment by acting on environmental risk 

mitigation, resilience and sustainability. 

AI and enabled analytics constitute a powerful tool for evaluating the impact of human activities 

on the environment and for acting preventively so as to achieve "sustainable by design" behaviors.  

The world leaders of public and private organizations dealing with sustainability are convinced of 

this and, in a survey by the consultancy firm Boston Consulting Group in May 2022, say in almost 

50% of cases that they intend to use Artificial Intelligence for corporate climate challenges.  

But let's go into detail about what it means to use AI to mitigate the effect of human activities on 

the environment and to adapt to the challenges of climate change. 

https://www.fastweb.it/fastweb-plus/ricerca/?q=intelligenza%20artificiale&fwp_login_type=3
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Let's think about the activities linked to the supply chain: it is estimated that they produce 

greenhouse gas emissions approximately 11.4 times more than those of a company's production 

processes and therefore act on better coordination between the various phases of the supply chain, 

collaborating with partners and suppliers, can make a significant contribution to reducing 

emissions and waste. 

An example comes from the fashion sector: managing to predict the right times for updating the 

catalog and anticipating consumer tastes, through the learning and demand forecasting algorithms, 

it is possible to manage the value chain more efficiently and reduce waste, ensuring that the final 

consumer receives the product he likes best when he needs it.  

Another example concerns the possibility of anticipating environmental disasters and preventing 

disruptive effects on activities and the environment itself.  

The ability to control an ever-increasing amount of data and real-time information that comes from 

IoT sensors and satellites allows us to grasp the signals of a potential risk of environmental 

disaster and make decisions in advance to remove or mitigate its impact. Think of sensors capable 

of preventively reporting the rise in sea levels or the water levels of a river and predict when there 

might be a flood, or to manage water in agriculture efficiently so as to avoid the risks associated 

with periods of drought. 

The adoption of AI opens up the possibility of adopting solutions designed to be sustainable 

right from the start 

helping to build what are the "fundamentals" for sustainable behavior, i.e. using AI in 

understanding and processing data, refining predictive models of impact on the environment, so 

as to be able to simulate how an activity can act on the environment and evaluate how it can be 

made more efficient by reducing the impact on the environment.  

The other side of the coin in the use of AI is that it itself represents an activity with a high impact 

on the environment, since its operation requires an intensive use of electricity, especially for the 

operation of the data center. 

https://www.fastweb.it/fastweb-plus/digital-dev-security/iot-linternet-delle-cose-una-nuova-frontiera/?fwp_target=business
https://www.fastweb.it/fastweb-plus/sostenibilita-inclusivita/sostenibilita-e-green-data-center-la-leva-ecologica-al-cuore-dellimpresa-agile/
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Those who develop AI solutions, therefore, must first of all be committed to applying the rules for 

mitigating the impact on the environment, opting for increasingly sustainable data center 

management solutions and applying the same "sustainability by design" rules that they can be 

applied to all other production processes. 

The AI challenge has just begun and its application to the objectives of the 2030 agenda represents 

an opportunity to be seized and developed. 
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7. Position of Government and Institutions, ethical and social implications and 

legislative/regulatory scope 

 

 

 

 
 

Artificial intelligence can become a competitive advantage for Italy and at the same time promote the 

common good. "We are rooting for this to happen, both public and private." This was the message of the 

president of the National Association for Insurance Companies, Maria Bianca Farina, at the 'Innovation by 

Ania' event entitled 'Insurance and artificial intelligence: innovation at the service of the country'. Farina's 
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appeal to work together, "with a holistic and synergistic approach with the other actors in the ecosystem" 

and "an ever stronger collaboration with the Government and the institutions", was immediately accepted 

by the undersecretary to the Presidency of the Council for Technological Innovation, Alessio Butti. 

"We are convinced supporters - said Butti - that the public and private sector must work together in the 

sector" where an industrial policy is still missing and needs to be built. Meanwhile, the value of the artificial 

intelligence market has reached 208 billion dollars worldwide in 2023, and could increase tenfold by the 

end of the decade. "The numbers circulating on artificial intelligence are very high and those that have been 

spent in Italy to date are quite low", observed the CEO and General Manager of Cdp Venture Capital, 

Agostino Scornajenchi, recalling that he had estimated a few months ago an investable horizon for the next 

4-5 years of approximately 3 billion euros. 

"When we started - he added - it seemed like a lot, now just over a month has passed, if we were to redo 

this estimate we would probably have to increase it by a lot, perhaps already double it". The potential of 

artificial intelligence, particularly in the insurance field, is "extraordinary", according to the analysis of the 

innovation leader of Deloitte Central Mediterranean, Andrea Poggi. Already today, some innovative 

players use it to automatically verify and estimate damage to vehicles and buildings based on images 

acquired from smartphones, making the process 10 times faster. 

And, in relation to climate risks, it is possible - according to Poggi - to estimate and settle potential claims 

in advance a few days before they occur. This is an increasingly relevant issue given that in 2023, natural 

and climate disasters cost businesses 357 billion dollars between direct physical damage and loss of 

turnover. 

Italy has also experienced natural events above any forecast model, worrying the sector, as highlighted by 

the CEO and general manager of Allianz Italia and vice-president of Ania, Giacomo Campora: "for Allianz 

last year we had damage for over 900 million euros when in a normal year we expect to have 120-130 

million", that there was a "factor 8 times more serious" than the prediction of the models used at the time. 

Another priority front of application for artificial intelligence is that of cybercrime which has reached 

10,500 billion dollars worldwide, according to estimates indicated by the director of the Postal and 

Communications Police Service, Ivano Gabrielli. 

Gabrielli highlighted that the first quarter of 2024, like 2022 and 2023, was also "challenging" in terms of 

the number and aggressive capacity of attacks in Italy. The director general of the National Cybersecurity 

Agency, Bruno Frattasi, highlighted the great need "for investments in digital security" especially for small 

and medium-sized businesses which, if they do not strengthen, risk being expelled from the market. The 

country manager and CEO of Generali Italia and vice-president of Ania, Giancarlo Fancel, recalled that 
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according to the Cyber Index PMI created by Generali with Confindustria, the average level of awareness 

regarding digital security is 51 out of 100, "below sufficient ". 

"Among us artisans there are 125 thousand companies that use digital and crimes have increased by 80% 

in recent years", also recognized the president of Confartigianato Marco Granelli. Artificial intelligence is 

also being looked at in healthcare to offer answers capable of dealing with demographic ageing, which will 

see 28% of the population over 65 in Italy in 2030 and 35% in 2050, according to estimates. "We need to 

find a bridge, a way of building new both by bringing together the public and private sectors and by 

digitalizing", said the head of the Intesa Sanpaolo Insurance division and vice-president of Ania, Virginia 

Borla. Innovation is therefore "essential to compete" also in the insurance sector. Ania calls for investments 

in infrastructure and training and support for public-private partnerships with adequate incentives. It is also 

pushing for regulatory disparities with large technological platforms to be eliminated and access to data of 

common interest, for example from public administration, to be regulated. 

Insurance, De Polis (Ivass): "Artificial intelligence is an unavoidable evolution, we need to invest 

in training" 

That of applied artificial intelligence to the insurance sector "more than a revolution" it is a 

"continuous and unavoidable evolution" towards which "the sector has been organizing itself for some 

time" to use its systems "alongside the more traditional, but no less complex, statistical and actuarial 

models”. The general secretary of Ivass, Stefano De Polis, explains this to Adnkronos, recalling how 

"the major European and Italian companies have hired data scientists and are experimenting with AI 

throughout the value chain". They do this, he indicates, "for a better risk assessment, the definition of 

personalized products, claims management, fraud detection, consultancy via chat bot". 

 

So, continues DE Polis, "we expect that efforts will continue to build adequate governance of data 

and models, that the results will be monitored for a full understanding of the risks and that a corporate 

culture based on ethical principles will be strengthened". And then, states the general secretary of the 

supervisory authority, "dealing with digital evolution in a sustainable and responsible way requires, 

in companies as in supervisory authorities, investments in staff training and in new professional 

figures, not only technical but also careful in understanding the ethical aspects of the use of new 

technologies. Even more detailed about how AI is entering the sector, De Polis recalls an analysis 

carried out at the end of 2022 by Ivass which concerned the use of AI algorithms. machine learning 

by insurance companies and the impact on customers. "A still exploratory phase has emerged: 

algorithms are adopted mainly for the optimization of internal processes and, in still limited cases, in 

relationships with customers. make sure. 27% of companies use at least one machine learning 
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algorithm, for a market share of 78% in the non-life sector and 25% in the life sector". As for the 

areas, indicates the general secretary, they range "from fraud prevention and the management of 

claims, mainly in the motor insurance sector" but also "to optimize the time needed to manage the 

claim, identify customers' intentions to change companies early, also in order to adapt the economic 

offer during the policy renewal phase", concludes De Polis. 

 

AI in insurance supervision- At the moment, the general secretary of Ivass explains, "it may be 

difficult to hypothesize a massive use of artificial intelligence systems in the supervision" of the 

insurance sector" but "our experiments allow us to evaluate the benefits and risks for the authority 

and for the entire insurance system, train people and grow an environment in step with innovation. It 

is important - he adds - to accompany these changes also through dialogue with insurance companies 

and innovative start-ups, so as to understand the repercussions on the system and provide indications 

on the implementation of the rules and the authorities' expectations". Ivass, recalls, "has 

experimented, also in collaboration with the Bank of Italy and the ECB, AI techniques on claims 

archives for the prevention of fraud, to facilitate the consultation of regulatory texts, to enrich the 

indicators on the stability of insurance companies and to classify complaints, allowing them to be 

handled more easily". As for operators, continues the general secretary De Polis, "the scope of 

application of solutions based on AI is broad and the potential offered allows them to achieve savings 

in time and costs, to make decisions taking advantage of all the information available but also and 

above all to improve the offer for customers, with shorter response times". 

 

The Ai Act approved by the European Parliament- De Polis then defines the AI Act as "an 

important step forward in the regulation of artificial intelligence". He continues, "it has an approach 

based on shared definitions and on safeguards and obligations commensurate with the risks" and "the 

objective of balancing the opportunities of technological innovation with the protection of the 

fundamental rights of the individual. The approach - he continues - is based on shared definitions and 

on safeguards and obligations commensurate with the risks, the objective is to balance the 

opportunities of technological innovation with the protection of the fundamental rights of the 

individual. Some applications of AI in the insurance sector - says De Polis - can have a high impact 

on fundamental rights. Let's think about the use of AI in risk assessment and in determining prices 

for insurance on life and for health purposes, supervisory authorities will have to verify that the 

obligations are effectively respected, equipping themselves with the necessary skills to carry out this 

task effectively and efficiently. The industry, for its part, will have to understand which applications 
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fall within the scope of the AI Act and adopt the necessary safeguards. Come back one more the 

theme of good governance is central, which unites many aspects of the activity of companies, 

including the effective but responsible and non-discriminatory use of AI", continues the general 

secretary of Ivass. How much to the risks in the use of AI for transparency, de Polis warns, "companies 

are already using calculation systems, even sophisticated ones, to define the characteristics of 

customers, this also in the interest of the customers themselves who must be offered a service suited 

to needs at costs proportionate to the risk". The AI Act - he states - should increase safeguards in 

customer profiling and increase the transparency of decision-making mechanisms. "The new 

European regulation provides that AI is used under human supervision and after assessing the impact 

on fundamental rights" and "the transparency obligations introduced with the AI Act will allow us to 

take a step forward and prevent AI systems from being discriminatory and harmful to fundamental 

civil rights", concludes De Polis. The innovation of digital technology has triggered significant 

changes in the insurance industry. The transformation was already underway before the Covid-19 

pandemic, but the period of isolation to which we have been subjected has accelerated the use of 

technologies applied to the provision of insurance and financial services. Familiarity with digital has 

also grown among those segments of the population furthest from these tools, I am thinking for 

example of the elderly. 

Innovation connected to digitalization pervasive and with reference to the insurance activity it affects 

all aspects: from the design to the pricing of the products, from the methods of providing sales and 

after-sales services to the role of the distribution networks, from the operational processes of 

companies and intermediaries to the generation of new relevant data. 

A concrete example. Italy is the first country in the world in terms of percentage diffusion of black 

boxes among motorists. They allow timely information on the dynamics of road accidents and 

therefore provide useful information for the purposes of compensation for damages by companies; in 

this sense they also play an important role in combating fraud. Their use has progressively gone 

beyond that initially imagined. The black box allows the collection of data in real time in order to 

monitor the style and driving habits of insured persons, making it possible to carry out a more precise 

assessment of the customer's risk, and at the same time to provide, always in real time, assistance 

services and emergency in case of breakdowns or accidents. Today it is also functional for the use of 

artificial intelligence applications. 

 

Different are the application profiles in which digitalization manifests itself in the insurance sector 

and the challenges it poses for regulators and supervisors are complex; I would like to mention three 
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important themes: the use of big data, the possible developments of open insurance and the use of 

artificial intelligence systems. 

 

I will refer to a broad meaning of big data; the set of digital data, of different origins, whose use in 

the insurance sector can reduce information asymmetries and the inefficiencies linked to them, 

allowing a better assessment of individual risk and avoiding adverse selection phenomena. The latter 

factors limit the development of markets and the extension of insurance coverage to segments of the 

population with a limited insurance history and potentially interested in stipulating contracts with 

actuarially fair premiums. 

In terms of the provision of services, digital technologies can make the assessment of claims more 

objective, reducing instrumental complaints by companies, the so-called nitpicking1, and combat - as 

I mentioned - any fraud on the part of the insured, increasing the mutual trust of the counterparties of 

the insurance contract. At the same time, they can speed up compensation times, allowing the extent 

of the damage to be assessed electronically through machine learning techniques: for example, in car 

insurance with the use of photos taken by the insured, information on the characteristics of the vehicle 

and data on costs of repairs, it is now possible to receive a well-founded compensation proposal within 

a few hours of an accident occurring. 

Finally, the availability of data on the lifestyle habits of the insured, which can be obtained from 

multiple sources including from personal devices, will allow the offer of insurance packages to cover 

different risks. The joint management of heterogeneous risks in fact allows the search for convenient 

solutions for the insured, also covering (micro) events that are often not individually insurable. 

Obviously there is no shortage of points of attention. Contracts based on big data change the 

characteristics of risk selection through two channels: the decision to be monitored to receive a 

personalized price is voluntary and this also depends on the willingness of consumers to share their 

data and therefore on the weight they attribute to the own privacy; furthermore, it is likely that the 

use of big data can generate an information advantage in favor of the insurer. In other words, it is 

possible that the insured knows his risk less than the insurer, the so-called inverse selection. 

 

The use of big data can also bring with it consumer lock-in phenomena: since contracts based on big 

data link the reward to behaviors observed in the past, changing company without being able to take 

the history of behaviors with them implies a loss of information that the new insurer cannot use to 

price risk. As a consequence, the incentive to change companies is reduced and the competition to 

attract new customers is reduced. 
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To counterbalance this potential anti-competitive effect, a possible policy response could come from 

the development of open insurance. The latter is part of Open Finance, included among the objectives 

of the European Digital Strategy and the European Strategy for Data. 

Open insurance the debate within the EU on the opportunity to provide structured and legally 

regulated forms of systematic sharing of data and information, as in the case of open banking created 

by the PSD2 Directive, is still in its initial phase and is open; today we are in the presence of initiatives 

based on bilateral or plurilateral collaboration agreements for the exchange of data aimed at offering 

products or services or more simply at the digitalization of operational processes (e.g. customer 

onboarding). 

In regulating, subject to the customer's consent, the exchange and interoperability of data and 

information between companies for the offering and pricing of products, it is important to keep in 

mind the specificities of the insurance business where, depending on the branches of activity, they 

may become relevant very heterogeneous data. In addition to data on the portfolio of existing 

coverage and policies dedicated to insurance-pension savings, information relating, for example, to 

the customer's health, habits and mobility could also be shared (I am thinking of the data collected by 

black-box and other personal or domestic devices). 

An eventuality future - European - regulation must therefore not only concern the methods and 

safeguards at the time of data acquisition and exchange (datasets to be shared, rules for access, 

standardization, interoperability, etc.), but also the subsequent treatment methods, which will also be 

increasingly entrusted to artificial intelligence models. The adequacy of the current regulatory 

framework regarding the GDPR - General Data Protection Regulation will also have to be aligned 

with the new needs for greater sharing and better data protection. 

 

The topic of artificial intelligence is today at the center of a global scientific, anthropological, 

economic and legal debate. IVASS follows and participates with interest in the discussion on the 

opportunities and risks of AI and is at the same time aware that the market is showing growing interest 

in the opportunities that can come from this line of digital technologies. 

We have set up a company within IVASS Control room on Insurtech issues capable of ensuring an 

integrated approach to new topics and maintaining constant dialogue with companies and operators 

in the digital market. 

We also have well clear that every initiative in the field of artificial intelligence must be carefully 

governed and accompanied by a precise definition of the management and mitigation measures for 
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the risks it poses 

To understand the potential of artificial intelligence applied to insurance, at the end of 2022 IVASS 

conducted a survey on the use of Machine Learning (ML) algorithms by insurance companies in 

processes with an impact on customers. It emerged that the Italian industry is currently in an 

exploratory phase and that ML algorithms are mainly used for the optimization of internal processes. 

However, 27% of companies use at least one ML algorithm in processes with direct impact on 

customers, for a market share of 78% in the non-life sector and 25% in the life sector. The main areas 

of use of ML algorithms are: fraud prevention and claims management, mainly in the motor insurance 

sector; the identification of customer abandonment intentions (churn models), also for price definition 

purposes, at the policy renewal deadline. Of interest is the data relating to companies' awareness of 

the risks of using these sophisticated tools: 56% of companies that use ML algorithms declare that 

they have equipped themselves with internal mechanisms to evaluate fairness towards policyholders 

and detect unwanted exclusions or discrimination of clients. 

From the investigation, it emerged that uncertainty about the regulatory framework that will apply to 

artificial intelligence3 is considered an obstacle to the development of business models that provide 

for the widespread use of artificial intelligence systems. 

IVASS expects the development of artificial intelligence projects to be directed and monitored within 

three fundamental organizational pillars of the company: corporate governance, the internal control 

system and corporate culture. 

It is appropriate that the strategies for using AI techniques are decided collegially by the company's 

governing bodies, and in particular by the board of directors, in deep awareness of the ethical 

implications that their adoption entails. To this end, the board's action should be supported and 

strengthened by specific training activities and by effective exchanges and information flows with 

the company functions that represent the center of specific skills. 

The now acquired culture of control today makes companies in the financial and insurance sector 

fully aware of the importance of the three lines of defense model for risk management, including 

those connected to AI. 

It is essential that solid principles are rooted in the corporate culture: transparency, sustainability, 

fairness, principles of non-harm and non-discrimination; through corporate codes of conduct they 

should enter the DNA of managers and employees. 

Facing in a sustainable and responsible way the digital revolution requires, in companies as in 

supervisory authorities, investments in staff training and in new professional figures, not only 

technical but also careful in understanding the ethical profiles of the use of new technologies. 
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In conclusion, if on the one hand the new digital context can reduce some inefficiencies and expand 

the insurance offer, meeting the needs of customers, on the other it is not free from potential distorting 

effects against which the regulator must keep its guard up. 

In particular, the ability of digital technology to personalize premiums cannot undermine the 

mutuality characteristics of contracts inherent to the insurance method of assuming and managing 

risks. 

 

1) Defining an Artificial Intelligence (AI) System 

The definition of an artificial intelligence (AI) system in the final AI Act is aligned with the most 

recent OECD definition. The AI Act states that “an artificial intelligence system is a machine-based 

system designed to operate with varying levels of autonomy and which can exhibit adaptive 

capabilities after deployment and which, for explicit or implicit purposes, infers from the inputs it 

receives how to generate outputs such as predictions, content, recommendations or decisions that can 

influence physical or virtual environments". 

This is a very positive result, especially considering the broad definition in the EC's initial proposal, 

which had also included software in its scope. Insurance Europe has pushed strongly for a narrowing 

of the EC definition to ensure alignment with the OECD approach, which places greater emphasis on 

the machine learning or "inference" aspects of AI, in order to pursue a recognized approach at an 

international level and avoid the risk of inconsistent and divergent classifications of AI systems. 

Insurance Europe expressed concern that the definition proposed by the EC would lead to the 

inclusion in the scope of systems, techniques and approaches that should not be considered AI and 

would generally create confusion and lack of legal certainty, noting that potentially even software 

applications such as Microsoft Excel, which uses statistical formulas to produce output, would be 

considered AI. 

Insurance Europe also raised concerns regarding points (b) and (c) of Annex I of the EC proposal, 

which listed the different techniques, models and rules-based and statistical methods that would fall 

within the scope of the definition, many of which they have been used for decades by the insurance 

industry and should not be considered AI. She managed to get all these elements deleted from the 

final text. 

Furthermore, the corresponding recital 6 of the final text further details the key features of the 

definition and clarifies that the definition is not intended to cover simpler traditional software systems 

or programming approaches. 
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Impact for insurance companies: The alignment with the OECD definition and the narrowing of the 

definition proposed by the EC to focus on machine learning to the exclusion of software is an 

important and positive outcome, particularly for the insurance sector. This will help ensure that only 

genuine uses of AI are included in the scope and that existing statistical techniques and tools used by 

insurers are not misclassified as AI, thus also effectively narrowing the scope of what would be 

considered too high risk. 

 

2) High-risk AI systems 

Although the EC's initial proposal did not include insurance in the list of high-risk applications in 

Annex III, there has been a strong push to include insurance in both the Council and the European 

Parliament. Many of these proposals attempted to include the entire insurance industry as high risk 

(e.g., artificial intelligence systems intended to be used for insurance premium setting, underwriting, 

and claims assessment), rather than focusing on one case specific use or harmful outcome, and would 

apply to all product lines. 

Insurance Europe's lobbying efforts throughout the legislative process were focused on trying to 

ensure that insurance was not classified as high risk. However, as it became clear that there was strong 

political will to include insurance as high risk, it was necessary to at least try to limit the scope of 

what would be considered high risk. 

Therefore, the final agreed wording for insurance is to be considered a significant improvement over 

the alternative suggestions, with the focus now only on "artificial intelligence systems intended to be 

used for risk assessment and pricing in relation to natural persons in the case of life and health 

insurance". 

Furthermore, the final text also includes new wording in recital 58 which clarifies that artificial 

intelligence systems used for the purpose of detecting fraud in the provision of financial services and 

for prudential purposes to calculate the capital requirements of insurers should not be considered at 

high risk. 

Impact for insurance companies: Although insurance was ultimately included in the high-risk list in 

Annex III, the final wording is a significant improvement over previous proposals that included 

insurance. Furthermore, the introduction of the exemption for fraud detection in financial services is 

a positive development, although there would have been greater legal certainty if such an exemption 

had been included in Annex III for insurance, as for credit, rather than just in the recitals. 
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However, many interpretive questions remain about the wording of the high-risk provision on 

insurance, for example: 

- which products should fall under both health and life insurance? 

- what about accident insurance, disability insurance, life insurance policies (IBIP), etc.? 

- are there likely to be different national interpretations of which products should be classified as 

health or life insurance? 

- what exactly is meant by "risk assessment"? 

- how narrowly or broadly might the reference to "prices" be interpreted by regulators? 

It will now be crucial to develop potential guidelines by EIOPA/ESA and see to what extent these 

guidelines can address or seek to clarify these issues. Clearly there will be a strong need for 

engagement and dialogue with EIOPA in the coming months. It will also be important to see to what 

extent future EC guidance on the practical implementation of the high risk classification and its list 

of use case examples (see the following section on the implementation timetable) may impact 

insurance. 

 

3) Exemption from high risk classification 

The final text of the AI Act included an important exemption to the classification of an AI system as 

high risk: if an AI system classified as high risk in Annex III does not pose a significant risk of harm 

to health, the safety or fundamental rights of natural persons, including not materially influencing the 

outcome of the decision-making process, will not be considered high risk. 

This is the case if the system is intended to: carry out limited procedural activity; improve the outcome 

of a previously completed human activity; detect decision-making patterns or deviations from 

previous decision-making patterns and is not intended to replace or influence previously completed 

human evaluation, without appropriate human review; carry out a preparatory activity for an 

evaluation. However, if the AI system profiles natural persons, it will always be considered high risk. 

This exception allows companies to self-assess their AI system. However, the provider of the AI 

system will have to document its assessment before such a system is commercialized or put into 

service and register such AI applications in an EU database for high-risk AI systems. Upon request 

of the competent national authorities, the supplier will have to provide documentation of this 

assessment. 
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Impact for insurance companies: The introduction of a self-assessment mechanism is a positive and 

welcome development, introduced only at a relatively late stage in the legislative process. This will 

allow insurance companies using AI systems that would normally fall into the high risk category to 

assess whether they actually present a significant risk of harm and therefore potentially avoid the 

additional burden and cost of fulfilling obligations for high risk systems, reducing the impact of 

falling within the scope of Annex III. This will be particularly relevant for processes that are not fully 

automated and subject to human review, and for activities considered preparatory in nature. 

The practical impact of this self-assessment mechanism remains to be seen and it should not be 

assumed that vendors of high-risk AI systems always want to classify their systems as not presenting 

a significant risk of harm. There may indeed be a reputational risk for insurance companies associated 

with carrying out an assessment declaring an AI system as not high risk, which later turns out to be 

an incorrect assessment by the relevant authorities. 

 

4) Impact assessment on fundamental rights 

One of the proposals introduced by the European Parliament was the mandatory impact assessment 

on fundamental rights. Public sector bodies, private bodies providing public services (e.g. education, 

health, housing and social services) and banking and insurance service providers using AI systems 

classified as high risk will be required to carry out a risk assessment. impact on fundamental rights 

before implementing a high-risk AI system. 

This assessment requires these entities to list the risks, control measures, risk mitigation measures, 

categories of affected natural persons, expected frequency of use, and user processes for which the 

system will be used. 

The obligation applies to the first use of the high-risk AI system. The user may, in such cases, rely 

on previously conducted fundamental rights impact assessments, or carry out the assessment in 

conjunction with a data protection impact assessment, where appropriate. 

Once the impact assessment has been carried out, the user must notify the results of the assessment 

to the market surveillance authority. 

The Office of Artificial Intelligence will be responsible for developing a template for a questionnaire 

to facilitate users to fulfill this obligation in a simplified way. 

Despite efforts to have the provision removed from the text, it became an important political point 

for the European Parliament and therefore its inclusion was agreed in the final text. 
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Impact for insurance companies: The fundamental rights impact assessment is based on the data 

protection impact assessment required by the GDPR. While insurance companies already have 

experience with the latter, the fundamental rights impact assessment will entail additional burdens 

and obligations for companies implementing high-risk AI systems, such as the obligation to notify 

the authorities of the assessment results . The development of a simplified questionnaire by the Office 

of Artificial Intelligence to facilitate compliance with this obligation could be an important step and 

could help ease the burden to some extent. It remains to be seen whether EIOPA or the ESAs may 

find it necessary to provide specific guidance for such an impact assessment in the financial sector. 

 

5) Supervision 

Recital 158 of the final text of the AI Act (formerly Recital 80) specifically recognizes that EU 

financial services legislation includes internal governance and risk management rules and 

requirements that also apply when regulated financial institutions use intelligence systems artificial. 

To ensure consistent implementation and enforcement of the obligations under the AI Act and 

relevant EU financial services legislation, authorities competent for the supervision and enforcement 

of financial services legislation should be responsible for the supervision of the implementation of 

the AI Act with respect to artificial intelligence systems provided or used by regulated and supervised 

financial institutions. 

Impact for insurance companies: Insurance Europe has supported and pushed for an approach that 

would see existing supervisory authorities in the insurance sector remain competent for the oversight 

of obligations under the AI Act. These authorities are best placed to ensure consistent application of 

AI obligations Act in the context of the existing insurance regulatory framework. However, questions 

remain on the interaction and coordination between different supervisory authorities, in particular on 

how the insurance sector supervisors will coordinate with the Office for Artificial Intelligence, the 

data protection authorities, the competition, etc. 

 

6) Obligations for high-risk AI systems 

Vendors of high-risk AI systems must meet rigorous requirements to ensure their systems are 

trustworthy, transparent and accountable. Among other obligations, they must: Conduct risk 

assessments; Use high-quality data; Document their technical and ethical choices; Keep records of 

their system's performance; Inform users about the nature and purpose of their systems; Allow human 
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supervision and intervention; Ensure accuracy, robustness and cybersecurity. They must also test their 

systems for regulatory compliance before placing them on the market or putting them into service 

and register their systems in a publicly accessible EU database. 

Impact for insurance companies: In the context of specific insurance AI systems identified in the 

high-risk list in Annex III, insurance companies will be subject to the specific obligations for high-

risk systems. These additional requirements would not apply to high-risk systems that do not pose a 

significant risk of harm to the health, safety or fundamental rights of natural persons, due to the self-

assessment exemption. Otherwise, these obligations will likely result in additional burdens and costs 

for insurance companies. A positive inclusion in the text is the recognition of existing internal risk 

management procedures under other relevant EU legislation which would be able to meet the 

requirements for an Article 9 risk management system. 

 

7) Additional areas of note in the AI Act: 

The AI Act addresses several important issues beyond obligations for high-risk AI systems. Here are 

some key points: 

Prohibited uses of AI: 

The AI Act contains an explicit list of prohibited AI practices: 

* Using subliminal techniques or intentional manipulative or deceptive techniques to materially alter 

behavior, causing significant harm. 

* Exploiting the vulnerabilities of a person or group due to specific characteristics, causing significant 

harm. 

* Biometric categorization systems that individually categorize a person based on sensitive 

information, except for labeling or filtering legally acquired biometric data sets in law enforcement. 

* Social scoring systems. 

* Real-time remote biometric identification systems in public places for law enforcement. 

* Predictive policing based solely on profiling or personality traits, except to support human 

assessments based on objective, verifiable crime-related facts. 

* Facial recognition databases based on non-targeted scraping (massive data collection). 
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* Inference of emotions in workplaces or educational institutions, except for medical or safety 

reasons. 

The ban on real-time biometric identification for law enforcement has been the subject of much debate 

and is one of the most controversial topics among the co-legislators. The ban does not apply when 

these systems are used for specific listed purposes, such as searching for victims of human trafficking 

or sexual exploitation, or for the prevention of terrorist attacks. In principle, relying on such an 

exception will require thorough assessments, technical and organizational measures, notifications and 

a mandate. 

The ban on social scoring also extends to private actors. However, the text clarifies in recital 31 that 

this prohibition should not affect legitimate evaluation practices that are carried out for a specific 

purpose in accordance with Union and national law. 

General Purpose Artificial Intelligence (GPAI) Models 

To take into account the wide range of tasks that artificial intelligence systems can already perform 

and the rapid expansion of their capabilities, it was agreed to also include general purpose artificial 

intelligence (GPAI) models in the AI Act. 

The AI Act distinguishes between obligations that apply to all GPAIs and additional obligations for 

GPAI models with systemic risks. 

Providers of GPAI models are subject to separate obligations from those for AI systems. Among other 

things, they must create and maintain technical documentation, develop a policy on how to comply 

with copyright law, and create a detailed summary of the content used to train the GPAI model. 

GPAI model providers with systemic risks have additional obligations, including: Conducting model 

assessments; Assess and mitigate systemic risks; Document and report serious incidents to the AI 

Office and relevant national authorities; Ensure adequate cybersecurity protection 

Office for Artificial Intelligence (AI Office) 

The AI Office will play a key role in the implementation of the AI Act by supporting Member State 

governance bodies in their tasks. He will be responsible for enforcing standards for general purpose 

artificial intelligence (GPAI) models. This is supported by the powers given to the Commission by 

the AI Act, including the ability to conduct assessments of GPAI models, request information and 

measures from model providers and apply sanctions. 
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The AI Office also promotes an innovative ecosystem of reliable AI, to reap its social and economic 

benefits. It will ensure a strategic, coherent and effective European approach on AI at the international 

level, becoming a global reference point. 

Sanctions 

Failure to comply with the rules can result in fines ranging from 35 million euros or 7% of global 

turnover to 7.5 million or 1.5% of turnover, depending on the infringement and the size of the 

company. 

Implementation times 

The AI Act will come into force 20 days after its publication in the Official Journal (scheduled for 

May/June) and will be fully applicable 2 years later, with some exceptions: 

6 months: Prohibited uses of AI come into effect; 

12 months: Governance rules and obligations for general purpose AI models become applicable; 

18 months: The European Commission must publish guidance on the practical implementation of the 

high-risk classification (Article 6) together with a comprehensive list of practical examples of high-

risk and non-high-risk AI system use cases. 

36 months: The rules for high-risk AI systems embedded in regulated products other than Annex III 

(machines, medical devices, etc.) will apply. 

Furthermore, to facilitate the transition to the new regulatory framework, the European Commission 

has launched the AI Pact, a voluntary initiative that aims to support the future implementation of the 

AI Act and invites AI developers from the EU and other countries to fulfill the key obligations of the 

regulation. 
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8. Areas and examples of matrix startups Insurtech 

The following slides belong to an exclusive presentation by Deloitte for ANIA 
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9. Skill appealing for the Labor market and related trends 

Artificial Intelligence (AI) is one of the most innovative and promising technologies we have 

available right now. And it is radically transforming numerous sectors, from autonomous cars to 

healthcare, from finance to manufacturing. This technological revolution is also redefining the 

landscape of professional careers, requiring new skills and opening up new job opportunities. AI is 

ultimately changing the work landscape. But AI is not just a technology that improves the 

convenience of our lives. It is fundamentally changing the way businesses operate and opening up 

new avenues for professional careers. 

General digital skills and a basic understanding of artificial intelligence are often necessary for 

workers to use AI applications. 

Here are some of the most important and “current” skills: 

• Programming: Programming is a key skill for working with AI. You need to be able to write code 

to develop machine learning algorithms and artificial neural networks. 

• Mathematics and statistics: these two subjects are the basis of AI. You need to have a solid 

understanding of concepts like linear algebra, calculus, and probability theory to develop AI 

algorithms and models. 

• Data awareness: another very important skill is being able to collect, clean and analyze data. And 

this requires skills in using tools like Python and libraries like pandas and scikit-learn. 

• Specific artificial intelligence skills: Depending on the industry you work in, you may need specific 

AI skills. The best known and most transversal ones in this sector are image recognition, natural 

language processing or robotics. 

• AI ethics: Considering that artificial intelligence plays an increasingly important role in society, it is 

essential to understand the ethical and moral implications related to the use of this technology. 

Artificial intelligence offers a wide range of career opportunities across different industries. Below 

we delve into some of the careers related to AI and currently most in demand in the Italian and 

international job market. 

Data Scientist 

Data scientists are those professionals who collect and analyze large amounts of data to extract useful 

information. They use machine learning algorithms to identify patterns and trends in the data. 

https://www.atempospa.it/blog-atempo/ia-e-lavoro-etico-ruoli-emergenti-per-promuovere-la-responsabilita-nell-ia/
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Machine Learning Engineer 

Machine learning engineers develop machine learning algorithms and implement them in practical 

applications. They collaborate closely with the aforementioned data scientists to ensure that the 

algorithms are always effective. 

 

 

Robotics engineer 

Robotics engineers develop autonomous robots for a variety of industries, from transportation to 

manufacturing. They use artificial intelligence to ensure that robots can interact safely and 

intelligently with their surroundings. 

Natural language algorithm developer 

These developers work on artificial intelligence applications that understand and generate natural 

language. They are central to chatbot and virtual assistant technologies. 

Experts in ethics 

AI ethicists focus on the ethical issues related to the use of these new technologies and develop 

guidelines and policies to ensure responsible use of artificial intelligence. 

Careers related to Artificial Intelligence are among the most promising and growing in the world of 

work. However, they require specialized skills and a constant dedication to learning. If it is in your 

best interest to enter this rapidly evolving field, it is important to start investing in your professional 

development and stay up to date on the latest AI trends. With the right skills and a passion for 

technology, 

The integration of AI into work processes will affect different types of workers and lead to changes 

in salary structures and skill needs. Therefore, public policies will play a crucial role in encouraging 

training and ensuring that workers are 

The majority of high-impact activities are found in the digital services sector,with specific skills 

required such as programming, data analysis and artificial intelligence itself. 
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OECD surveys confirm that the majority of workers developing and maintaining AI possess 

these specialized skills (Lane, Williams, & Broecke, 2023). However, not all workers involved in 

AI have these skills to an equal extent, with 10% explicitly stating they do not possess them. 

The demand for these specialized AI skills is growing, increasing significantly in recent years, 

especially in the United States, with a fourfold increase between 2010 and 2019, accelerating further 

in the last three years (Alekseeva et al., 2021; Acemoglu et al., 2022). Similar trends have been 

observed in other countries such as Canada, Singapore and the United Kingdom (Squicciarini and 

Nachtigall, 2021). Furthermore, it is highlighted that specialized AI skills and soft skills such as social 

skills and management skills are increasingly requested in job advertisements, suggesting that these 

skills are complementary (Alekseeva et al., 2021; Manca, 2023). 

2 figures highly sought after today by Head Kunters are the following, with their respective main 

skills listed below. 

 

SCIENTIST DATA 

Synapse Analytics., regression, classification and clustering models, Time Series, applying Machine 

Learning algorithms, data transformation and cleansing (ETL) on Azure Databricks with PySpark 

and Spark SQL, data model creation in Azure Analysis Services and Google Cloud Platform, creation 

of reports on Power BI, data preprocessing, training and evaluation of models, creation of 

architectural proposals on MS Azure and Google Cloud Platform for the part relating to the Machine 

Learning components with particular attention to the workflow and lifecycle of the models ML, 

optimization of digital channels and creation of reports based on data analysis and measurement of 

metrics of business interest, data processing and analysis for the implementation of statistical 

investigations, use of various libraries, data preprocessing, performance improvement, skills statistics 

and information technology to be applied to decision-making models. 

 

CLOUD ENGINEER and CLOUD ARCHITECT 

Design, develop and maintain Java Enterprise applications, management of development and 

production environments on Google Cloud Platform, project experience in Google Cloud Platform, 

including configuration and management of cloud services, participation in migration projects from 

Mainframe (z/OS - Cobol) to Cloud (Linux - Java). 
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EXPERIMENTAL GENERATIVE AI IN A GOOGLE ENVIRONMENT 

 

The development of an Experimental Generative AI Insurance Use Case in a 

GOOGLE Environment 

 

The process of creating the experimental part of the thesis is described below. 

For this project, Google Cloud services were used, which can be accessed through a drop-down menu 

in the site's initial dashboard. By viewing all products, one can choose from various families of 

services offered by Google Cloud, including databases, virtual machines, and development tools. 

These IT services cover both infrastructure (networking, security, backup, etc.) and application 

development. 

One particularly relevant service is Vertex AI, used in my project. Vertex AI is Google's managed 

service for creating artificial intelligence models without the need for dedicated hardware, instead 

leveraging Google's data center infrastructure. This service offers a set of AI models ready to be 

integrated into applications. The advantage of Vertex AI, and the cloud in general, is access to 

Google's computational power, with a pay-as-you-go ("pay-per-use") model. This avoids the high 

upfront cost of installing hardware of its own for AI, since Google already provides all the necessary 

hardware. 

Google Cloud provides numerous machine learning models, such as the new Gemini 1.5 Pro and 1.5 

Flash models unveiled on May 14, 2024, as well as models from other companies such as Llama 2 

and Llama 3 from Meta and Claude, similar to ChatGPT. Preconfigured solutions such as Face 

Stylizer are also available. Documentation provided with each service explains how to use it and its 

costs. 

Google Cloud services include "Agent Builder," which offers customizable application "skeletons." 

The four main types are "Search," "Chat," "Recommendations" and "Agent." I used the "Search" and 

"Chat" services for my project because they were a perfect fit for my project's needs. 

For the creation of the applications, in addition to generating the "skeletons," it is necessary to create 

a database to store the documents needed by the AI. I placed a number of files in this database and 

trained the model with this information. Having completed the training, I created the front-end (the 

GUI) with a script provided by Google, customized to my needs. This code runs on Google App 

Engine, which allows web applications to be created and deployed in serverless mode, that is, without 

the need to manage the underlying infrastructure... 
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The final product is available via a URL and can be monitored at any time via a graphical 

representation in the Google Cloud dashboard. The web application, running on App Engine, 

connects to the Agents (Chat and Search) of Vertex AI, which in turn access the database of uploaded 

files. For the "Search" service, the process leads to the creation of the final product accessible via the 

provided link. For the "Chat" service, it is also necessary to define a "flow" via a dedicated tool, with 

a set of parameters that manage the interaction of the chatbot. 

 

 

 

 

GEN AI AGENTS AND THEIR FUNCTIONS   

 

Within both GenAI Agents, several documents related to the field of traffic claims have been included 

("fed” to the Agents). 

Specifically, the documents included are as follows:  

⦁ The text of the Normativa CARD: Convenzione tra Assicuratori per il Risarcimento Diretto. 

The Normativa Card is an agreement between insurance companies governing direct compensation 

for damages caused by traffic accidents.  

⦁ The normative text “Linee guida per Periti Indipendenti CARD”: a document that provides 

operational guidance to independent adjusters involved in dispute resolution under the Convenzione 

tra Assicuratori per il Risarcimento Diretto (CARD). 

⦁ The Bollettino Statistico IVASS - L’attività assicurativa nel comparto auto: a document that 

provides information on insurance activity in the auto sector. 

⦁ L’allegato al Bollettino Statistico IVASS – Ramo R.C. Auto e Natanti – Portafoglio 

Diretto Italiano: a document containing statistical elaborations in the field of road claims as of 

December 31, 2022, managed by the “Servizio Studi e Gestione Dati – Divisione 

Studi e Analisi Statistiche”. 

⦁ Other miscellaneous documents such as examples of “modello di constatazione amichevole di 

Incidente” (CID) related to specific claims and examples of car appraisal documents carried out, also 

related to specific claims. 

  

Some guidance and example questions related to how to query the two Agents in the most appropriate 

manner are provided below. 
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Premised on the fact that being two Agents of Generative Artificial Intelligence they are able to 

answer almost any kind of question asked, my advice is obviously to ask questions related to the field 

of road claims and regarding the information contained in the documents themselves. This means that 

you can ask very general questions (such as "what is the Normativa CARD" or rather "what are the 

Linee Guida per Periti Indipendenti Card”) or more specific questions (e.g., "explain to me Article 

10 of the Normativa CARD," as well as questions about statistical data such as "how many accidents 

fell under the Normativa CARD in the year x"). Obviously, it would be desirable to ask more complex 

questions, however, sometimes the two Agents may not be able to answer those since they do not 

have all the necessary information or rather the information requested is too specific and does not fit 

within those data contained in the documents inserted in the two Agents. In any case, asking questions 

that as much as possible take their cues from the data in the above documents usually ensures that the 

two Agents function properly and maximize their capabilities. 

  

Let's now explain what the two Agents specifically are and what their operation is. 

The first agent is a "chatbot," which is a computer program that simulates human communication 

(such as Chat GPT, Gemini, etc...). The questions to ask the chatbot can be of any kind and, in return, 

it provides concise generative responses to user requests.  

  

  

The second agent is a Search Engine, which is a "search bar" powered by generative artificial 

intelligence that, at the time a user performs a search, the engine collects relevant information from 

all over the web and from the documents given, considering context and intent, and provides 

informative summaries and summaries. Therefore, the answers are more comprehensive than those 

of the chatbot, but without having the ability to simulate a human conversation (however by clicking 

on the option “Chiedi di farti ricontattare”, a very similar effect can be achieved). If the search engine 

does not have accurate information regarding the question asked, he is still able to "justify" themself, 

sometimes providing information similar to the answer being sought or reminding the user of the kind 

of responses the Agent can give.  
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GEN AI AGENTS: 

 

Below is to be found the very heart of my thesis, as well as the most important part. These are indeed 

the two Generative Artificial Intelligence Agents I developed from scratch, which encapsulate the 

essence of my work and concrete evidence of the experimentalism and deep innovation of my 

thesis. 

 

  

A. CHATBOT: https://internaldemo-chatbot-genai.ey.r.appspot.com/chatbot 

B. SEARCH ENGINE: https://internaldemo-chatbot-genai.ey.r.appspot.com/search    

  

https://internaldemo-chatbot-genai.ey.r.appspot.com/chatbot
https://internaldemo-chatbot-genai.ey.r.appspot.com/search
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GOOGLE REPORT ON THE CASE DEVELOPED   

 

So that I can communicate the seriousness and innovation of the experimentation I undertook, as well 

as again take the opportunity to thank Google, which followed me throughout my project, I reproduce 

below the report of Fabrizio Rosa, Key Account Executive, Google Cloud, certifying the use of the 

latest Google technologies within my thesis project. 

 

Below, the text: 

 

In an era defined by unprecedented technological advancement, the fusion of artificial intelligence 

(AI) and traditional economic sectors is rapidly reshaping industries. Compared to other 

technologies like Metaverse or Blockchain that were promising to deeply change societies and 

businesses, GenerativeAI is expected to have a much higher potential in society overall.  Henry Ford 

said “ There is real progress when the advantages of a new technology are available to everyone” . 

I believe Generative AI has the potential to progress our society because it’s a technology that 

everyone can easily access,  understand and apply in daily life. 

Google has been a pioneer in AI research and development, introducing groundbreaking models like 

Transformer, which underpins many modern AI applications. Google made significant strides in 

natural language processing (NLP) with models like BERT and LaMDA, enhancing language 

understanding in search and other products. Google's DeepMind division has achieved remarkable 

breakthroughs in AI, notably with AlphaGo's mastery of the complex game of Go. Google is not only 

developing new technologies, but is also committed to responsible AI development, focusing on 

fairness, transparency, and safety in its AI systems. 

The insurance industry, while essential for risk mitigation and financial security, has historically 

grappled with the challenges of being Data Rich-Insight Poor. While all core-insurance processes 

heavily rely on data, this industry is lagging behind other industries when it comes to digitalization.  

In Google Cloud’s insurance team we work on a mission to “Make Insurance Lovable”. I am 

personally very involved in this mission because I believe there is a huge opportunity for insurers to 

evolve and GenAI can be the catalyst for a true digitization. 

For these reasons It has been a pleasure  to support Riccardo in his master project by guiding him 

to access the latest technologies available through Google Cloud Platform and brainstorm around 

the use cases that could bring most value to a typical insurer.  

This project used 2 core services available in Google Cloud Platform: VertexAI and APPEngine.  
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VertexAI is the platform which includes all AI Services from Google and has been used to create (1) 

a chatbot and (2) a search agent. While a chatbot provides concise generative answers to user 

prompts, the search agent returns more extensive answers. In both cases, responses were grounded 

in ANIA specific documents with links provided to throughout the generated answer. The Large 

Language Model used throughout this project is Gemini 1.5 PRO which is the state of the art Large 

Language Model available in Google Cloud Platform.  

AppEngine is the serverless service to create webApps and was used to create the user interface. 

The project also took in consideration the intellectual property and privacy aspect connected with 

usage of AI Services. Pursuant to Google Cloud service terms, no data used in this project was used 

to train or fine tune and Google Cloud’s model. In addition, all services used in this project were 

located in a datacenter located in a European country.  

I wish Riccardo all the best in his career 

Fabrizio Rosa 

Key Account Executive, Google Cloud 

 

 

 

 

 


